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ABSTRACT
Recent advancements in machine translation foster an inter-
est of its use in sentiment analysis. In this paper, we inves-
tigate prospects and limitations of machine translation in
sentiment analysis for cross-lingual polarity detection task.
We focus on improving classification accuracy in a cross-
lingual setting where we have available labeled training in-
stances about particular domain in different languages. We
experiment with movie review and product review datasets
consisting of polar texts in English and Turkish. The results
of the study show that expanding training size with new in-
stances taken from another corpus does not necessarily in-
crease classification accuracy. And this happens primarily
not due to (not always accurate) machine translation, but
because of the inherent differences in corpora between two
subsets written in different languages. Similarly, in case of
co-training classification with machine translation we ob-
serve from the results that accuracy improvement can be
explained by semi-supervised learning with unlabeled data
coming from the same domain, but not due to cross-language
co-training itself. Our results also show that amount of ar-
tificial noise added by machine translation services does not
hinder classifiers much in polarity detection task. However,
it is important to distinguish the effect of machine transla-
tion from the effect of merging different cross-lingual data
sources and that like in case of transfer learning we may
need to search for ways to account for cross-lingual data
distribution differences.
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1. INTRODUCTION
Sentiment analysis is an emerging research area which al-

ready gathered a lot attention from the NLP community.
It studies opinions, sentiments, appraisal, and emotions ex-
pressed in text. Recently, rapid growth of digital data and
widespread information flow stimulate the development of
computational methods in this field.

Although the volume of sentiment analysis research is in-
creasing, majority of studies in the field still concentrates
on English. There are different motivations for consider-
ing multi-lingual sentiment classification. From an analytics
perspective we may want to focus on particular language
or compare how much and what positive and negative sen-
timents are expressed per language of interest [13]. From
machine learning perspective and NLP perspectives, multi-
lingual and cross-lingual sentiment classification allows for
using language specific models.

Many advanced tools developed for English are not avail-
able for other languages yet, which strains the applicability
of sentiment analysis on other languages. The main moti-
vation for multi-lingual sentiment analysis is of researchers
from different countries want to build sentiment analysis
systems in their own languages, but it is more than what
it provides for each language at the individual level as it
might contribute to our understanding of the global phe-
nomena. Unfortunately the development of complex NLP
tools i.e. parsers, taggers, and linguistic resources for each
language is very costly and requires expensive human labor.
In this regard, the potential of automated machine trans-
lation have been studied to leverage its capability, existing
sentiment analysis resources and tools available in English
to classify sentiments in other languages [3].

Language specific sentiment analysis mostly depends on
the monolingual resources and tools that are available for
that language. Previous research focus on improving multi-
lingual sentiment analysis resulted in interesting attempts to
leverage available resources using machine translation since
in most cases they only exist for a limited number of lan-
guages.

In this paper, we study whether it is possible to improve
classification accuracy in a cross-lingual setting where we
have available (labeled) training instances about a particular
domain in different languages.

We experiment with movie review and product review
datasets consisting of polar texts in English and Turkish.
There are already number of publicly available annotated
corpora from these domains in English and we also crawled
two annotated corpora in Turkish: the first is an annotated



movie review corpus from publicly available website1, and
the second is an annotated multi-domain product review
corpus from publicy available e-commerce website2. We con-
structed two benchmark datasets for each corpus that we
make publicly available3 for reproducibility of the experi-
mental study and facilitation of further experimentation by
other researchers.

The two goals of the experiments are to investigate 1) whether
expanding training size with new machine translated in-
stances taken from another corpus improves classification
accuracy for the original corpus and 2) whether co-training
with machine translation addresses cross-lingual polarity de-
tection.

It is intuitive that quality of machine translation should
be high such that instances from the dataset in the other lan-
guage do not introduce noise to the training data. However,
it is also important to realize that even when we consider the
same application domain like movie reviews, due to cultural
or other differences, there could be different biases in what
people with different background (manifested in use of one
or the other language) comment on, like or dislike.

Indeed, the results of the study show that expanding train-
ing size with new instances taken from another corpus does
not necessarily increase classification accuracy. And this
happens primarily not due to (not always accurate) ma-
chine translation, but because of the inherent differences
in corpora between two subsets written in different lan-
guages. Similarly, in case of co-training classification with
machine translation we observe from the results that ac-
curacy improvement can be explained by semi-supervised
learning with unlabeled data coming from the same domain,
but not due to cross-language co-training itself.

Experiment results show that the expansion of our train-
ing set improves classification accuracy if we add new in-
stances from same source (also when applying sequentially
machine translation from English to Turkish and then back
to English). However, when we introduce new training in-
stances from another corpus, i.e. machine translated reviews
from Turkish datasets, cross-lingual dissimilarities of two
corpora overwhelms positive effects of having a larger train-
ing set – the classification accuracy for the target language
dataset does not increase.

In our co-training with machine translation experiment
we observed an improvement in classifying test data con-
structed from Turkish movie reviews, i.e. when test instances
are in the other language. However, there is no improvement
(over co-training iterations) for the reviews in English that
is set as our target language. Thus, co-training with use of
machine translation likely suffers from the same problem of
cross-lingual dissimilarities of two corpora.

Thus, from our experimental study with two distinct ap-
plications of machine translation for cross-lingual polarity
detection we can conclude two important facts. The qual-
ity of current machine translation techniques and services
is already sufficient for improving cross-lingual sentiment
classification (at least with the general-purpose classifica-
tion techniques like SVMs). However, it is important to
distinguish the effect of machine translation from the effect
of merging different cross-lingual data sources and that like
in case of transfer learning we may need to search for ways

1http://www.beyazperde.com
2http://www.hepsiburada.com
3The datasets are available at http://www.win.tue.nl/
~mpechen/projects/smm/#Datasets

to account for cross-lingual data distribution differences.
The rest of the paper is organized as follows. We discuss

related work in Section 2. The settings and the motivation
behind this experimental study are explained in Section 3.
Section 4 presents the details of the used datasets, experi-
ment setup, and main results. Section 5 concludes with a
summary of findings and directions for further research.

2. RELATED WORK
Previously authors developed methods to map sentiment

analysis on English to other languages. Mihalcea et al. [10]
propose a method to learn multilingual subjective language
via cross-language projections. They use the Opinion Finder
lexicon [16] and use two bilingual English-Romanian dictio-
naries to translate the words in the lexicon. Since word
ambiguity can appear (Opinion Finder does not mark word
senses), they filter as correct translations only the most fre-
quent words. The problem of translating multi-word ex-
pressions is solved by translating word-by-word and filter-
ing those translations that occur at least three times on the
Web.

Another approach in obtaining subjectivity lexicons for
other languages than English was explored by Banea et
al. [4]. To this aim, the authors perform three different
experiments, obtaining promising results. In the first one,
they automatically translate the annotations of the MPQA
corpus and thus obtain subjectivity annotated sentences in
Romanian. In the second approach, they use the automat-
ically translated entries in the Opinion Finder lexicon to
annotate a set of sentences in Romanian. In the last experi-
ment, they reverse the direction of translation and verify the
assumption that subjective language can be translated and
thus new subjectivity lexicons can be obtained for languages
with no such resources.

Brooke et al. [6] experimented with translation from the
source (English) to the target language (Spanish) and then
used a lexicon-based approach or machine learning for target
language document sentiment classification.

Steinberger et al. [12] create sentiment dictionaries in other
languages using a method called ”triangulation”. They trans-
late the data, in parallel, from English and Spanish to other
languages and obtain dictionaries from the intersection of
these two translations.

Duh et al. [8] presented their opinions about the research
of multilingual sentiment classification, and they claimed
that domain mismatch was not caused by machine trans-
lation (MT) errors, and accuracy degradation would occur
even with perfect MT.

Balahur and Turchi [1] employ fully-formed machine trans-
lation systems, also study the influence of the difference in
translation performance has on the sentiment classification
performance. They report even in the worst cases, when the
quality of the translated data is not very high, the drop in
performance is of maximum 12%.

Similar to our work, Banea et al. [2] report an improve-
ment in classification accuracy when using out-of-language
features, yet our work differs from that in couple of major
aspects. Our focus is polarity detection, rather than sub-
jectivity analysis which they investigate. Moreover, their
training set is only based on the machine translation of an
English corpus, and they do not study how to make use of
a new dataset from another language in training set.

In our study we investigate the approach for sentiment
classification proposed by Wan [15] who constructs a polarity

http://www.beyazperde.com
http://www.hepsiburada.com
http://www.win.tue.nl/~mpechen/projects/smm/#Datasets
http://www.win.tue.nl/~mpechen/projects/smm/#Datasets


co-training learning system by using the multi-lingual views
obtained through the automatic translation of product-reviews
into Chinese and English. While [15] provides empirical
evidence that leveraging cross-lingual information improves
sentiment analysis in Chinese over what could be achieved
using monolingual resources alone, it does not provide any
results tested on samples taken from English dataset. Thus,
as we show in our experimental study, the conclusions from
the reported results in [15] should be interpreted with care.

3. CROSS-LINGUAL SENTIMENT CLASSI-
FICATION

In general if a text is classified as being subjective, we de-
termine whether it expresses a positive or negative opinion.
Structured information available in on-line movie reviews
helps us in this regard to eliminate neutrality class as we
can rely on user’s rating associated on his/her review. We
can detect polarity of a subjective review, therefore, based
on classified instances on beforehand. However, in the real
operational settings we would need to have a subjectivity
detection mechanism or three-class polarity detection prob-
lem formulation for handling neutral messages. To keep the
focus we experiment only with polar messages being either
positive or negative.

We can consider cross-lingual sentiment classification as a
special case of cross-domain classification settings since even
two sources from different languages are from same domain
they naturally represent different perspective with respect
to cultural biases, hidden sentiments etc. We are tempted
to explore how much these differences affect classification
performance in a set of movie reviews as it may give hints
about applicability of cross-domain classification research on
cross-lingual sentiment analysis. We also want to see em-
pirical evidences of introduced machine translation noise in
sentiment classification and how much it puts a pressure on
potential benefits of having a bigger training set which is
expanded with machine translated instances.

We consider two distinct machine translation application
scenarios. In the first scenario we simply use machine trans-
lation to use labeled instances in Turkish for expanding the
training set in English considered as the target language for
polarity detection.

In the second scenario we consider the co-training ap-
proach as viable alternative to leverage machine translated
data as it was proposed in [15]. Although we construct
labeled Turkish movie and product reviews during our re-
search, for the co-training approach we regard those reviews
as unlabeled to be able to setup the similar experimental set-
tings (yet allowing for expanding the evaluation scenarios)
and compare our findings with results reported in [15].

We consider the datasets and experiment setup for two
scenarios in the following section.

4. EXPERIMENTAL STUDY

4.1 The benchmark
The following datasets are used in the experiments:
English movie reviews4: We use the sentence polarity

data which was first introduced by [11]. This data consists
of 5331 positive and 5331 negative snippets each containing

4The dataset is available at http://www.cs.cornell.edu/
people/pabo/movie-review-data/

roughly one single sentence. Reviews are gathered from Rot-
ten Tomatoes web pages for movies released in 2002. They
classify reviews marked with fresh are positive, and those
marked with rotten are negative.

English multi domain product reviews5: This dataset
was first introduced by [5]. It contains product reviews taken
from Amazon.com from many product types. For our exper-
iment we use a benchmark dataset which they constructed
from four categories (books, dvd, electronics, and kitchen
appliances) each consisting of 1000 positive and 1000 nega-
tive reviews.

Turkish movie reviews: We collect Turkish movie re-
view dataset from Beyazperde web pages. In order to reach
same size with the English dataset we restrict this dataset
with 5331 positive and 5331 negative sentences. In this web-
site, reviews are marked in scale from 0 to 5 by the same
users who made the reviews. We consider a review positive
if its rating is equal to or above 4, and negative if it is below
or equal to 2.

Turkish multi domain product reviews: After build-
ing Turkish movie reviews dataset, we also collect Turkish
product reviews from Hepsiburada.com (an online retailer
operating in Turkey) to conduct our training set expansion
experiment with reviews from different domains. We con-
structed another benchmark dataset also consisting reviews
from books, dvd, electronics, and kitchen appliances cate-
gories to use them along with English product reviews. In
this website, reviews are marked in scale from 1 to 5, and
majority class of reviews converges to 5, that’s why we have
to consider a small amount of reviews marked with 3 stars
as bearing a negative sentiment to be able to construct a
balanced set of positive and negative reviews. It has 700
positive and 700 negative reviews for each of the four cat-
egories in which average rating of negative reviews is 2.27
and of positive reviews is 4.5.

For each experiment, part of these sets is used in training
and evaluation phase, while the test set is always blind to
the training phase. A small summary of the four dataset
described above provided in Table 1. We explain in following
sections how we use these datasets in our experiments.

4.2 Expanding training set with machine trans-
lated instances

A number of approaches have been proposed for polarity
detection, including Prior Polarity classification (also with
use of an opinion lexicon such as SentiWordNet6, WordNet-
Affect7 or SenticNet8), statistical methods such as support
vector machines, neural networks, and Naive Bayes among
others. Aspect-based methods are introduced to spot more
accurate sentiments on entities and their aspects. New ap-
proaches relying on semantic relationships in natural lan-
guage concepts are also investigated under the concept-level
sentiment analysis [7]. In our study we use three popular
general purpose classification techniques; Naive Bayes, Sup-
port Vector Machines (Linear SVC), and Maximum Entropy
(MaxEnt) classification.

As we have labeled datasets in English and Turkish, we
can immediately apply any of the supervised learning ap-
proaches to build monolingual sentiment classifiers for both

5The dataset is available at http://www.cs.jhu.edu/
~mdredze/datasets/sentiment/
6http://sentiwordnet.isti.cnr.it/
7http://wndomains.fbk.eu/wnaffect.html
8http://sentic.net/downloads/

http://www.cs.cornell.edu/people/pabo/movie-review-data/
http://www.cs.cornell.edu/people/pabo/movie-review-data/
http://www.cs.jhu.edu/~mdredze/datasets/sentiment/
http://www.cs.jhu.edu/~mdredze/datasets/sentiment/
http://sentiwordnet.isti.cnr.it/
http://wndomains.fbk.eu/wnaffect.html
http://sentic.net/downloads/


Table 1: The summary of the datasets used in the experimental study.

 
English 
Movie 
Reviews 

Turkish 
Movie 
Reviews 

English Product Reviews  Turkish Product Reviews 

Books  DVD  Electronics Kitchen 
Appliances  Books  DVD  Electronics Kitchen 

Appliances 

Positive  5331  5331  1000  1000  1000  1000  700  700  700  700 

Negative  5331  5331  1000  1000  1000  1000  700  700  700  700 

 

Figure 1: Study of training set expansion with machine machine.



languages. At this point, however, we can also investigate
a way of improving classification accuracy of a monolingual
classifier for the target language using annotated sources in
different languages together. Previously a special case of
this question was studied in [2], i.e. a pseudo parallel cor-
pora constructed by machine translation services was used,
and the focus was on subjectivity analysis. Their study sug-
gested that the subjectivity classification accuracy can be
increased by using features drawn from multiple languages.
Our first experiment setting follows the idea of using multi-
ple corpora in different languages but in a more generic way
as we do not restrict these corpora to be parallel.

For this experiment, we prepare three types of training
sets named as control, machine translated, and Turkish ma-
chine translated sets. The control set consists of only reviews
from the English dataset. In order to measure the effect of
machine translation (quality) we construct machine trans-
lated set which consists of reviews from English dataset as
well, but then they first translated to Turkish and again
back to English just to add artificial translation noise to
their original form. Finally, we prepare Turkish machine
translated set by compiling reviews from Turkish dataset
which are translated to English. For all machine translation
processes we use Google Translate service.

As Figure 1 shows, we first sample 1000 (400)9 positive
and 1000 (400) negative reviews from English movie reviews
dataset to run the first iteration of the experiment for both
training sets. Then, in every next iteration we increase
the size of three training sets by adding 500 (100) positive
and 500 (100) negative reviews taken from their respective
sources. The test set is constructed from 831 (200) positive
and 831 (200) negative English reviews that are never used
in the training phase.

4.3 Co-training with machine translation
In [15] Wan proposed an application of the co-training

method to make use of some amount of unlabeled Chinese
product reviews to improve classification accuracy. For our
second application scenario while preserving his main idea,
we adopt it to our goals. First we use movie reviews instead
of product reviews, and we experiment with Turkish-English
language setting while Wan uses Chinese-English. These are
mostly practical changes in the framework, however, we test
combined classifier with reviews taken from both Turkish
and English datasets whereas Wan only present results based
on test data containing Chinese texts only.

As we can see in Figure 2, training input is the labeled
English reviews and some amounts of unlabeled Turkish re-
views. The labeled English reviews are translated into la-
beled Turkish reviews, and the unlabeled Turkish reviews
are translated into unlabeled English reviews, by using Google
Translate. Therefore, each review is associated with an En-
glish version and a Turkish version. The English features
and the Turkish features for each review are considered two
independent and redundant views of the review.

The co-training Algorithm 1 is then applied to learn two
classifiers.

The English and Turkish terms (features) used in our
study include unigrams; the feature weight is simply set to
term presence following the bag-of-words model. The output
value of the Naive Bayes classifier for a review indicates the

9numbers in parentheses refer to the setting for product re-
view datasets; without parentheses - to the moview review
dataset

Figure 2: Co-training experiment setup.

confidence level of the review’s classification. In the training
phase, the co-training algorithm learns two separate classi-
fiers: Cen and Ctr. Therefore, in the classification phase,
we can obtain two prediction values for a test review, and
the average of these values is used as the overall prediction
value of the review.

4.4 Results and Discussion
For the training set expansion experiment we present our

results in terms of two metrics. First, we measure the feature
size increase as we keep adding new instances to the training
sets.

The two graphs in Figure 3 show feature size change of
movie reviews datasets in which our training sets are rep-
resented by unigram and unigram plus bigram features re-
spectively. We observe an interesting behavior of the feature
size change in Turkish machine translated set. Despite its
slope is smaller in case of unigram feature representation,
when we look at bigram representations it produces more
features than the any other set does. Relative poor increase
in unigram feature size can be explained by the data loss
happened during machine translation as such a number of
Turkish words could not be translated to English. On the
other hand, machine translation introduces some amount of
noise as well which portrays itself by producing a vast num-
ber of meaningless bigrams.

Accuracy results of the Naive Bayes classifiers on movies
reviews datasets are summarized in Figure 4. We can ob-
serve some interesting results. First, consistent with our ex-
pectation, expanding training size by adding new instances
from the same corpus improves the overall accuracy. This



(a) Unigram (b) Unigram + Bigram

Figure 3: Feature size comparison for the training set expansion experiment.

Algorithm 1 Co-training two classifiers

1: Input: Fen and Ftr are redundantly sufficient sets of
features, where Fen represents the English features, Ftr

represents the Turkish features, L is a set of labeled
training reviews, U is a set of unlabeled reviews

2: Output: two classifier Cen and Ctr

3: for i ∈ {1, 2, · · · , k} do
4: Learn the first classifier Cen from L based on Fen

5: Use Cen to label reviews from U based on Fen

6: Choose p positive and n negative the most confidently
predicted reviews Een from U

7: Learn the second classifier Ctr from L based on Ftr

8: Use Ctr to label reviews from U based on Ftr

9: Choose p positive and n negative the most confidently
predicted reviews Etr from U

10: Removes reviews Een ∪ Ftr from U
11: Add reviews Een ∪Etr with the corresponding labels

to L
12: end for
13: return Cen, Ctr

behavior can be noted following the control set results for
both graphs in Figure 4. Machine translation set slightly
under-performs than the control set due to the negative ef-
fect of machine translation quality, and this difference tends
to increase slightly as we add more machine translated sen-
tences to the training set. Nevertheless, the overall effect of
machine translation in this case is positive. We can observe
5% increase in accuracy. The results corresponding to the
use of Turkish machine translated set (red line fluctuating
between 69% and 70%) clearly shows that naive cross-lingual
training set expansion does not improve the generalization
performance of polarity detection, although we do gather
more features from new instances translated from Turkish
movie reviews. This problem refers to cross-domain classifi-
cation as we can regard new features from Turkish reviews
as ones from another domain which is not really immedi-
ately helpful to classify the test instances taken from the
English dataset. These results suggest that an application
of resolving cross-corpora dissimilarity may help to utilize la-

Table 2: Näıve Bayes classification performance

Initial Control MT TR MT
accuracy set set set

Movies 69.5 +10.6 +7.7 +0.5
Books 72.4 +9.2 +8.6 -0.7
DVD 76.0 +4.6 +1.5 -1.1

Electronics 73.0 +8.1 +9.6 -8.6
Kitchen 75.9 +7.2 +8.7 -6.3

Table 3: Linear SVC classification performance

Initial Control MT TR MT
accuracy set set set

Movies 66.0 +11.3 +8.2 +0.5
Books 66.6 +11.1 +14.0 +0.3
DVD 70.3 +7.7 +8.0 -2.7

Electronics 72.4 +7.2 +5.0 -8.0
Kitchen 70.0 +12.3 +11.1 -2.7

beled instances taken from another language in cross-lingual
sentiment analysis.

This behavior of Näıve Bayes classifier is very similar for
Linear SVC and MaxEnt classifiers, and it also generalized
to all five datasets we experimented with. The summary of
the classification performance is given in Tables 2, 3 and 4.
In each table in the first column we give the baseline perfor-
mance on the initial training data, and the following three
columns show the absolute increase (or decrease) in the clas-
sification accuracy after the additional training data was
added in full according to one of the three setups. We can
see from the tables that expanding the training set with
additional labeled instances from the same source helps to
improve the classification performance and from the differ-
ent source - does not, and in fact on three datasets even
deteriorates the performance.

Co-training experiment results give us insightful details to
compare our findings with the ones reported by Wan in [15].
In his paper, Wan evaluates the co-training algorithm by
classifying labeled Chinese reviews that are taken from same
website and which he used in training phase. We present our



(a) Unigram (b) Unigram + Bigram

Figure 4: Generalization accuracies for the training set expansion experiment.

(a) English dataset (b) Turkish dataset

Figure 5: Accuracy comparison for the co-training experiment.



Table 4: MaxEnt classification performance

Initial Control MT TR MT
accuracy set set set

Movies 68.2 +11.0 +8.8 +0.4
Books 68.7 +12.8 +12.4 +1.8
DVD 71.8 +9.5 +9.6 +1.1

Electronics 74.0 +9.5 +8.0 -7.7
Kitchen 72.4 +12.7 +12.2 -2.2

results based on labeled Turkish movie reviews correspond-
ing to his labeled Chinese reviews, but also the results based
on labeled English movie reviews that are discarded from
the training phase. Figure 5b confirms findings reported
in [15]: tested on labeled Chinese product reviews the com-
bined classifier performs the best and overall accuracy for all
classifiers increases in each iteration of co-training. However,
co-training approach fails to improve classification accuracy
tested on samples from English dataset as we run the algo-
rithm for multiple iteration. For all classifiers (Turkish, En-
glish, and combined) we get the highest accuracies with the
first iteration that do get better with more iterations. Since
proposed co-training approach leverages only unlabeled Chi-
nese reviews (in our work these are replaced by unlabeled
Turkish reviews) it resembles semi-supervised learning that
aims to increase the classification performance with the aid
of some unlabeled data in a language which is the same as
the language of the test set. Therefore most of the perfor-
mance gain presented in [15] is likely due to semi-supervised
learning rather than the aid of the English classifier.

5. CONCLUSION AND FUTURE WORK
In this paper, we examined some of the possible improve-

ments in sentiment classification by leveraging labeled or
unlabeled data in different languages.

Our experiments show that naive ways of introducing new
sources from other languages causes cross-domain dissimilar-
ity issues. This indicates that existing approaches applicable
to cross-domain sentiment classification, e.g. [9] and further
advancement in this direction might be fruitful for cross-
lingual sentiment analysis too. This is one of the directions
of our future work.

In this paper we studied how machine translation affects
the performance of the general purpose classification tech-
niques. In the future work we plan to consider also tech-
niques specific to sentiment classification like e.g. a rule-
based approach to polarity detection [14].
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