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ABSTRACT

Online social networks have attracted attention of people
from both the academia and real world. In particular, the
rich multimedia information accumulated in recent years
provides an easy and convenient way for more active com-
munication between people. This offers an opportunity to
research people’s behaviors and activities based on those
multimedia content, which can be considered as social im-
agematics. One emerging area is driven by the fact that
these massive multimedia data contain people’s daily senti-
ments and opinions. However, existing sentiment analysis
typically only pays attention to the textual information re-
gardless of the visual content, which may be more informa-
tive in expressing people’s sentiments and opinions. In this
paper, we attempt to analyze the online sentiment changes
of social media users using both the textual and visual con-
tent. In particular, we analyze the sentiment changes of
Twitter users using both textual and visual features. An
empirical study of real Twitter data sets indicates that the
sentiments expressed in textual content and visual content
are correlated. The preliminary results in this paper give
insight into the important role of visual content in online
social media.

Categories and Subject Descriptors

H.2.8 [Database management|: Database Applications;
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Retrieval; 1.5.4 [Pattern Recognition]: Ap-
plications

General Terms

Algorithms, Experimentation, Application

Keywords

Sentiment Analysis, Twitter, Social Multimedia, Social Cor-
relation
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1. INTRODUCTION

Twitter is one of the most influential social networks across
the world. Research work of different topics related to Twit-
ter has been published in different conference venues. The
large amount of daily generated user content attracted many
researchers around the world to analyze potential interested
patterns in social media, including prediction of political
election, sentiment analysis, information diffusion, topic trend
and e.g. However, it should be noticed that at the begin-
ning, Twitter as a social platform only allows a maximum of
140 characters to compose user’s messages. However, things
have changed in 2011, when Twitter allowed online users
to post images in their tweets. In this paper, we denote
the tweets contain images as image tweets. The impact of
supporting for image tweets is tremendous. This paper will
focus on one particular impact of image tweets, namely the
impact on sentiment analysis.

Multimedia content, like images, are more likely to ex-
press and convey people’s subtle feelings compared with text
information. With the popularity of smart phones and con-
venient social media APPs, more and more people are likely
to post image tweets to attract attention from other users
in Twitter. Figure 1 shows an example of an image tweet,
where there is an big picture conveys more information of
the Tweet.

Justin Bieber is so adorable. pic.twitter com/DVjTiQ7¢%b That's a VERY agg woman. RT NSFW
© Expand but you HAVE to see this photo from Noah's ejection tonight.

p b - pic.twitter.com/iDLHQG611w

& B3

Figure 1: Example of an image tweets, where the
left image shows a picture of Justin Bieber and the
right image shows the ejection of Noah during the
NBA playoffs.

One of the most interesting aspects of Twitter is that peo-
ple’s sentiment in Twitter seems to be related with real so-
cial life. For instance, in [5], the authors found that the
sentiment changes of Twitter users are closely related to the
overall economy situations in U.S. and the stock market.



However, most research on sentiment changes are related to
the overall text tweets. Little attention has been paid to
the analysis of image tweets. The work in this paper is an
attempt for the analysis of sentiment conveyed in the mul-
timedia content in tweets. We intend to investigate social
multimedia analysis, which we refer to as social imagematics.
We conduct an empirical study on the sentiments expressed
in people’s tweets, especially the impact of sentiments in
image tweets.

The paper is organized as follows. In Section 2, some
related work on sentiment analysis will be presented and
discussed. Next, in Section 3, the approaches and features
used for sentiment analysis will be further discussed. Exper-
iments setup, including data preparation and experimental
results will be discussed in Section 4. Section 5 presents
some discussion on future work. We conclude the paper in
Section 6.

2. RELATED WORK

There are many existing works on sentiment analysis of so-
cial media platforms. In particular, Twitter sentiment anal-
ysis is one of the most popular research topics. This section
presents and summarizes some related work on sentiment
analysis. Most existing methods differ in terms of features
and emphasize on the aspects of the problem. Guerra et al.
[1] proposed a method to measure the bias of social media
users toward a topic. Then, transfer learning is employed to
learn the textual features. In this way, they can build a more
accurate classification model by using the user biases as a
new feature. However, the identification of users’ bias on a
particular topic itself may be challenging. In [17], the au-
thors used label propagation to use noisy labels and use the
network for the propagation of these labels. Their results in-
dicate an improvement of accuracy over existing approaches.
In [4], the authors used Twitter as a platform to predict
the language characterizes for mothers during postpartum.
Their results indicate that using social media can discover
and understand the health and wellness of women following
childbirth. Meanwhile, in [16], a method on streaming data
sentiment analysis is proposed. The heart of the solution
is a training augmentation procedure. It will automatically
incorporate new relevant messages into the training data.
In [8], the authors used the social relations extracted from
tweets, and then applied graph Laplacian to form a sparse
formulation. An optimization algorithm is proposed to solve
this problem. All of the proposed methods only use textual
features for sentiment analysis. Even though noisy labels
and network structures are also considered, however, our
approach tries to use the image features for sentiment anal-
ysis, which is another main content feature of tweets.

Meanwhile, other work related to the mining of different
aspects of social networks is also proposed. Kosinski et al.
[9] analyzed the likes in facebook, and then discovered that
people in social media are more like to share some common
interests with their friends and some particular community.
Based on their model, they are able to predict the behavior
of the users according to his or her online social activities.

Rao et al. [13] used Bayesian models for latent attribute
detection based on topic models. Goel et al. [7] used social
media for the browsing behavior of online users. Wong et
al. [19] use online social network data to quantifying politi-
cal leaning from the information extracted from tweets and
retweets. Choudhury et al. [3] analyzed the sentiment or

mood characters in social media. They used valence and ac-
tivation to represent moods. Their work provided validation
of conceptualization of human mood.

For social media networks, the network structure itself can
also be employed for the analysis of sentiment propagation of
different nodes across the network. In [11], the authors used
the hyperlinks in the network to analyze the sentiment flow
in hyperlink networks. Their results indicate that a node
is significantly influenced by its immediate neighbors. The
structure of information propagation graph also illustrates
the impact of different sentiment flow patterns. Similarly,
users connected in social networks are more likely to hold
similar opinions. To analyze sentiment in terms of user level,
[18] employ this kind of network relationship to analyze the
sentiment of a group of users over a particular topic. In [§],
both the user-content and user-user relations are exploited
for sentiment analysis. More specifically, they proposed a
semi-supervised learning framework by using the network
relations and formalized the problem into an optimization
framework. An empirical study of the proposed framework
over two existing Twitter data sets illustrates the improved
performance of the proposed algorithm.

3. APPROACHES

As discussed in Section 2, there are many existing works
on sentiment analysis using textual features. In this pa-
per, we employ existing algorithms to analyze the sentiment
of the textual tweets. For the sentiment analysis of visual
features, we build classifiers using low-level and mid-level
respectively.

3.1 Textual sentiment analysis

There are many related work on sentiment analysis of
Twitter [8, 18, 17, 19]. Meanwhile, there are also many
online services that provide easy access API to evaluate the
sentiment of online tweets. Many of these tools ! come di-
rectly from the academic research. Since we are more con-
cerned with image tweets and the sentiment of images, in
this paper, we directly use existing online service for the
sentiment analysis of collected tweets.

In particular, we use the sentiment140? [6]. Sentiment140
is a semi-supervised machine learning approach. It exploits
emoticons as noisy labels for training data. Moreover, it
provides convenient API for the sentiment analysis of differ-
ent tweets. Typically, one can send the data to the server
using http request. The server then returns the sentiment
for each line contained in that file. The returned value in
this file contains three different values (0, 2 and 4). Here 0
represents the negative sentiment and 4 represents the posi-
tive sentiment and 0 means neutral. In this way, we are able
to classify the tweets into different sentiment categories.

3.2 Sentiment changes with the number of im-
ages
Users in Twitter generally preferred different type of tweets.
Some of the users like to post many image tweets, while
many other users love to post traditional text tweets. To
analyze the sentiments of users with different preferences
over image tweets, we conduct an experiment on the relation

"http://matei.org/ithink/2012/02/08 /a-list-of-twitter-
sentiment-analysis-tools/
*http://www.sentiment140.com/
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Figure 3: Framework of image sentiment classification using low-level and middle-level features respectively.
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Figure 2: Relationship of proportion of image tweets
and the proportion of positive tweets.

between the proportion of image tweets and the proportion
of positive tweets. We use the textual sentiment analysis
in Section 3.1 to analyze the sentiments of different users.
Then, the number of positive tweets over the sum of positive
and negative tweets is used to represent the proportion of
positive sentiment.

We randomly picked about 300 users and downloaded
their tweets using the user timeline API. Figure 2 shows
that for users who like to post many image tweets, they are
more likely to have positive sentiments. On the other hand,
users with fewer proportion of image tweets, the proportion
of positive sentiments among these users vary significantly.

3.3 Visual sentiment classification

Image sentiment analysis is quite challenging. As dis-
cussed in [15], the authors used the textual sentiment anal-
ysis as the rough labels of the corresponding images. Then,
RGB Hist and SIFT features are employed to train a classi-
fier and classify the test images. Their results indicate that
the positive and negative sentiment seems to share different
interesting image patterns.

In our implementation, we use the image sentiment cor-
pora, from visual sentiment ontology® with kind permission
from the authors. Then, according to the data set, we
trained two levels of classifiers. The first classifier only uses
the low-level features, which include HOG [2], GIST [12],

3http://visual-sentiment-ontology.appspot.com/

SSIM [14] and GEO-COLOR-HIST [10]. Different features
have different advantages over different tasks [20]. HOG is
good for object and human recognition. GIST is another
feature designed for scene recognition. On the other hand,
SSIM provides measure of invariant scene layout. Mean-
while, geometric color histogram offers robust histogram
feature, which is invariant of scene layout. The low-level
features can be easily extracted from the given images. Fig-
ure 3 shows the framework employed for image sentiment
classification. The main component in this framework is
the low-level and middle-level image features. Accordingly,
there are two classifiers. In our implementation, we choose
liblinear* as the classifier for both levels due to its scalabil-
ity in large scale learning. The first classifier is based on the
low-level features discussed above. Based on these low-level
features, we also train and learn some middle level features.
Middle level features are more interpretable than low-level
features. In our implementation, we use the middle level
features described in Table 1. For each middle level feature,
we need to train a classifier, which can determine whether or
not the given image contains the corresponding middle level
description. By combining all the middle level features, we
are able to construct a middle level features description for
the given image set. Then, a second level classifier based on
the extracted middle level features is constructed and em-
ployed to classify the test images into different sentiment
categories.

For all the images contained in image tweets, we then
download these images according to the URL contained in
the meta-data of each image tweet. Then low-level and
middle-level features are extracted using the same proce-
dure for the training images. In this way, we are able to
classify the sentiment of image tweets according to the vi-
sual features of the images contained in image tweets.

4. EXPERIMENTS

We collect tweets using online Twitter API®. Twitter pro-
vides different categories of API. We mainly use the Twitter
streaming API and Twitter timeline API. In order to choose
some relatively active users, we firstly use the streaming API
to download over 19 million tweets. We chose empirical
thresholds to determine the relatively active users. To store
such a large amount of data, we use couchdb®, a document
database, to store the download tweets. Then, by analyzing
the downloaded 19 million tweets, we are able to identify
the activity levels of different online users. In this way, we

“http://www.csie.ntu.edu.tw/ cjlin/liblinear/
®https://dev.twitter.com/
Shttp://couchdb.apache.org/



Table 1: Summary of the middle level features used in this study.

dirt /soil matte man-made rugged scene
natural light dirty open area cluttered space
direct sun/sunny rusty semi-enclosed area | scary
electric/indoor lighting | arm enclosed area soothing
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glossy natural | no horizon
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Figure 4: Statistics of retweets number for all tweets and image tweets only.

identify over 8000 users.

Among the 8000 users, we use the timeline API to down-
load the tweets of these relatively active users. We collected
over 20 million tweets for all the 8000 users. Next, the tweets
of these 8000 users are further analyzed. Among these 8000
active Twitter users, we further filter out about 300 users,
who are relatively active in posting both text and image
tweets. Then, use the URL contained in these image tweets,
we collect all the users’ posted online images. After that,
we got over 90,000 thousand images for about 300 Twitter
users.

In the downloaded 25 million tweets, we analyze the pro-
portion of image tweets. Over the 25 million tweets, about
6 million tweets are image tweets (5,988,058 / 25,580,000 =
0.23). About every 1 in 4 tweets contain images in Twit-

ter. Figure 4 shows the distribution of number of retweets.
Similar with many other user activities, the distribution is
a power law distribution with long tail. Figure 4(a) and
Figure 4(b) show that the number of image retweets share
a similar distribution, with a slightly different in the slope
of the fitted line of the log-log plot of the distribution. If
we further look at the cumulative probability distribution
of retweets number for all tweets and image tweets only, we
can conclude from Figure 4(c) and Figure 4(d) that com-
pared with images tweets, the proportion of tweets received
small number of retweets takes a larger proportion than im-
age tweets. This evidence also verifies the fact that image
tweets are more likely to attract online users’ attentions and
are more easily to be diffused in the social network.



4.1 Correlation of sentiment between image
tweets and text tweets

Table 2: Correlation Coefficients of textual senti-
ment and visual sentiment (NA means not available)

different sentiment change patterns. Some user are more
likely to have emotional fluctuation in terms of both text
and image tweets. For some users, their sentiment changes
are reflected by text tweets. Meanwhile, some users are more
likely to post images to express his or her sentiment changes.
There is a correlation between the sentiment changes for the
randomly selected 10 users. Table 3 shows the correlation
coefficients for the 40 most recent periods. Different from

Table 3: Correlation Coefficients of textual senti-
ment and visual sentiment for recent 40 periods.

user id low-level features | mid-level features
110914277 | 0.132197 0.137298
1135866961 | 0.059131 0.108657
183352499 | 0.038009 0.095219
320657019 | 0.105444 0.084368
341587111 NA NA
606333611 0.618337 0.322811
745235832 NA NA
910880371 0.199853 0.023016
924674300 | 0.297284 0.317496
98005782 0.015088 0.166366

To illustrate the correlation between text and image tweets,

we randomly select 10 users from the 300 users (It is pos-
sible to give an overall statistical analysis. However, due
to space and time limit, that will be a future work). We
employ the methods discussed in Section 3. The sentiment
analysis results using text and image features are shown in
Figure 5 and Figure 6. In both figures, the red line repre-
sents the sentiment changes of each user according to the
sentiment analysis of using text tweets, while the blue line
represents the sentiment changes of each user according to
the sentiment analysis of image tweets. The blue lines in
the left column give the sentiment analysis using low-level
image features, while the blue lines in the right column give
the sentiment analysis using middle level image features. In
Figure 5, we average the long-term sentiment for each user
in terms of day, which means that each point represent the
average sentiment score for a user. Similarly, in Figure 6,
the sentiment is averaged in terms of one hour.

Table 2 shows the correlation coefficients between senti-
ment of the selected users using text features and image fea-
tures. Even though there is noise in the prediction of user’s
sentiment, the results indicate that there is still positive cor-
relation between the sentiment expressed in text tweets and
image tweets. In particular, for user 606333611, the senti-
ments are highly correlated. The reasons for this may in-
clude two aspects. First, we see this user is a relatively more
active user. This can be reflected by the date in the x-axis
of the figure. Since Twitter only allows us to download up
to 3200 of a user’s most recent statuses, therefore, this user
posted many tweets in a relatively short period. Second
there is no negative sentiment predicted by the text tweets.
At the sametime, for some users, they only have positive
sentiment (there is no negative and neutral sentiment), thus
the correlation is unavailable. However, overall we see that
sentiment classification using middle level features seem to
be more correlated with sentiment of using text tweets.

4.2 Correlation of sentiment in a shorter pe-
riod

The above results are averaged in terms of a day. This

may not reflect people’s sentiment fluctuation in a partic-

ular day. In this section, we average the short-term senti-

ment of a user in terms of an hour. The results are shown

in Figure 6. The results indicate that different users have

user id low-level features | mid-level features
110914277 0.17615 0.132065
1135866961 | 0.172788 0.172788
183352499 | 0.075004 -0.197358
320657019 0.226449 0.212064
341587111 0.150699 0.221518
606333611 0.398337 0.065079
745235832 0.089547 0.006048
910880371 -0.071518 -0.244712
924674300 | 0.245525 0.252585
98005782 -0.127538 -0.027864

the results in terms of days, in this case some of the cor-
relation coefficients are negative. However, for most of the
users, the correlation coefficients are mostly positive. The
results of using low-level visual features and middle level vi-
sual features are not consistent all the time. The results on
one hand indicate the difficulty in image sentiment analysis.
On the other hand, it also illustrates the different patterns
of online users in expressing their sentiment.

S. DISCUSSION AND FUTURE WORK

The results in this paper are preliminary. Even though the
sentiment results contain some noise, in particular image
sentiment classification is quite challenging, we could still
obtain some insight into the impact of image tweets on users’
sentiment changes. Some users are more likely to express
their sentiment using image tweets, while, some users are
still more likely to express their sentiment using text tweets.
This reveals the challenges in predicting sentiment of online
social network users. The results in this paper do give some
inspire in using the multimedia information for social media
analysis.

To give more reliable and more accurate analysis of the im-
pact of image tweets, there are still much more work needed.
First, the time constraints need to be taken into considera-
tion. People’s sentiments are more likely to fluctuate with
time. For a too much active user or a too silent user, it is
even hard for human being themselves to determine the sen-
timent of that user, so we need to focus on those users who
tweet regularly and normally. Second, the replies of each
tweet can also reveal more on the sentiment and influence of
a particular tweet. However, due to the restrictions on the
API, it is hard to get all the replies of a particular tweet.
In the future work, we will try to collect the replies of a
particular tweet. By using these replies as additional infor-
mation, we are more likely to better predict the sentiment of
a particular tweet. Third, since different users prefer differ-
ent ways to express their sentiment, it is likely to give more
accurate and more robust sentiment classification results by



using both the textual and visual features for a particular
user. Lastly, people are more likely to be influenced by his or
her friends. This also true in social networks. So the network
structure can also be employed to classify the sentiment of
a particular user. More interestingly, the textual sentiment
can be a kind of auxiliary information for the prediction of
online images.

6. CONCLUSIONS

Sentiment analysis is quite challenging for social multi-
media. The short text property of tweets impose more chal-
lenges on this task. The results in this paper indicate that
both the textual and visual features are informative in deter-
mining one’s sentiment. We discover the correlation between
the sentiment expressed by text tweets and image tweets. At
the same time, different users also reveal different behavior
patterns in online social networks. To develop more effective
sentiment analysis algorithm for online social network users,
we should take both factors into consideration. Even though
the results do indicate some kind of relations between image
tweets and textual tweets, to get more robust and more in-
terpretable results, we need more features and more robust
data for the discovery of influence of multimedia content in
the social network. The sentiment analyses of images are
still not mature. This, on the other hand, indicates that
we have a great opportunity in this area to discover more
effective and more interesting stories in this area.
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Figure 5: Long-term sentiment changes of tweets and images tweets using low-level and mid-level features.
The red line represent the sentiment of each user using the textual features and blue line represents the
sentiment of each user using the visual features from the image tweets.
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Figure 6: Short-term sentiment of the recent 40 periods. We choose one hour in which the users posted
tweets as one short periods.



