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ABSTRACT
Despite the fact that firms spend heavily in marketing their
brands across social media platforms, very little is under-
stood about what media content, in a predictive manner,
can generate high interaction rates among their prospects
and customers. However, such understanding can signifi-
cantly help brand marketers generate desired engagements
with their target audience in marketing campaigns. In this
paper, we study the problem of predicting a brand’s user
interactions on social media using the example of Pinterest,
an emerging platform that has provided a large volume of
brand as well as user data in the form of images. Specifi-
cally, we treat the prediction of a brand’s user interactions,
captured through “repinnings” on Pinterest, as the retrieval
of relevant user-pinned images given a brand image. The
prototype system that we build incorporates this basic prin-
ciple, and is tested on a large-scale Pinterest dataset of more
than one million images. We demonstrate that our system
achieves significant lifts in recalling ground truth repinners
of brand images for a variety of brands across several major
industry categories.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; I.5.4 [Pattern Recognition]: Ap-
plications

General Terms
Algorithms, Experimentation, Measurement, Performance

Keywords
Social media retrieval, content marketing, user modeling

1. INTRODUCTION
Social media have revolutionized the way people commu-

nicate and share information. Facebook, the largest social
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media platform, is reported to have more than one billion
active users worldwide [12]. As a result, firms worldwide, big
or small, are widely using social media for promoting their
products or services, engaging customers and strengthening
their loyalty [19].

Researchers have studied the effect of social media such as
Facebook, Twitter on the audience at a population level [14,
23]. Most recently, studies have been reported on predicting
“following”information among social media users on Tencent
Weibo, a Chinese microblogging site [7, 22]. Nevertheless,
we are not aware of any existing research that has used a pre-
dictive framework to explore what media content can create
the desired engagements with the audience. For instance,
before a brand marketer posts an image on the firm’s Face-
book page, she would desire to know which candidate image
would generate the maximal level of engagement with the
target audience. In the past, without access to media data
about users’ preference on the image content in association
with a brand’s marketing content, it has been nearly im-
possible for a brand marketer to quantitatively make such
decisions before a campaign.

Fortunately, in recent years it has become increasingly
cheap and easy to share image data, driven in part by new
image-based platforms such as Pinterest [2] and Instagram
[1], where users either pin or post images that they come
across on the Internet, or photos that they take using mo-
bile devices. We believe that global marketers can use such
data strategically by analyzing the semantic alignment in
content between brand images and user images, in order
to maximize their campaigns’ effectiveness. As an initial
attempt towards this objective, we present a prototype sys-
tem for predicting which users will potentially interact with
brand images on Pinterest, a fast-growing platform that has
significantly attracted marketers’ interest. Given a brand
image, we ask the following question: who are the users that
will interact with the image? We address it by leveraging
social media retrieval, and in particular content-based image
retrieval [11] on Pinterest collections. Specifically, we treat
the brand image as a query, and user images as the repos-
itory to rank against the query. Furthermore, our system
ranks the users based on their collections’ overall similarity
measures to the brand image, and thereby predicts a user’s
propensity to interact with the brand image. This ranking of
propensity is evaluated by comparing with the set of ground
truth users that have interacted with the brand image.

We organize the paper as follows. In the rest of this sec-
tion, we provide a brief review of the Pinterest platform, as
well as our prototype system. We overview the related back-



ground and literature in Section 2, and describe the system
in Section 3. Experimental results are covered in Section 4,
and our conclusions are drawn in Section 5.

Overview of Pinterest. Launched in 2010, Pinterest
is a pinboard-style photo sharing website that allows users
to create and manage theme-based image collections such
as events, interests, hobbies, and more. Individual users
and brand marketers alike can browse other pinboards for
inspiration, “re-pin” images to their own collections or “like”
images.

A user creates a pin by adding an image on Pinterest. A
pin can be added directly from a website using the “Pin It”
bookmarklet or uploaded from a local source. Any pin on
Pinterest can be repinned, and all pins link back to their
source. Figure 1 explains how image data are organized on
Pinterest. Each user or brand has a main Pinterest page,
where a number of pinboards are created. Each of the pin-
boards contains pins. For each pin, a Pinterest user can
“repin” it onto their own pinboards, or “like” it. In this pa-
per, we identify each “pin” with the corresponding pinned
image. Besides, we focus on “repinning” as the way of user
interaction with brands, as it is the most prominent mode
of interaction on Pinterest.

System Components. Next we summarize the key steps
that our system performs in order to predict a brand’s user
interactions.

• Data collection: Our system collects images pinned
by brands as well as users. We start with a number
of brands and obtain the list of users who have inter-
acted with those brands, whose pinned images are then
collected by our system.

• Image representation: Appropriate image-based fea-
tures are extracted from each image. In specific, we
use the well-established scale-invariant feature trans-
form (SIFT) representation [18], and adopt the bag-of-
visual-words (BoVW) model [24] for image representa-
tion. In this model, each pinned image is represented
as a high-dimensional feature vector that can be used
for retrieval.

• Image retrieval and prediction of user interactions: For
each brand image, our system ranks the users based
on their collections’ overall similarity measures to the
brand image, and thereby predicts a user’s propensity
to interact with the brand image. The predicted rank-
ing is then compared with users recorded in the ground
truth that have repinned the brand image in order to
evaluate our system.

2. BACKGROUNDS
In this section, we overview related marketing research

work on social media. Next, we discuss techniques in con-
tent based image retrieval, which is a key component of the
proposed system.

2.1 Social Media Marketing
Social media sites allow individuals to interact with one

another and build relationships. When a firm joins such a
site, users can similarly interact with the firm or its prod-
ucts. A user interacts with a brand in ways that are similar
to interacting with other users. The nature of this rela-
tionship makes the experience of interacting with the brand

much more personal. In particular, social media sites allow
individual followers to “retweet”, “repost” or “repin” promo-
tion messages or images made by the firm for the product
being promoted. By repeating the message or image, all
of the users’ connections are able to see it, thereby result-
ing in the message reaching more potential customers. In
this manner social media sites greatly amplify the spread of
a message through word of mouth. Through this process, a
brand’s message becomes self-propagating, resulting in more
traffic to the firm [25].

Existing work on social media in marketing research is
concerned with the impact of marketing content at an ag-
gregate level, without any personalization at the user level.
For instance, the authors of [5] study why certain pieces of
online content are more viral, i.e., have created more user
interactions, than others. The article takes a sociopsycho-
logical approach to understanding diffusion using a data set
of news articles. The effect of emotions on shaping viral-
ity is examined and the causal impact of specific emotion
on transmission is demonstrated. While these findings shed
light on how to design effective viral marketing campaigns,
they do not help optimize campaigns in a quantitative fash-
ion, and neither do they predict how a specific user would
interact with online content. In [17], the author examines
aspects of the seeding strategy by tracking the diffusion of
new videos published on YouTube. The results show that
the need for using many seed consumers depends on mes-
sage quality. Besides, the author suggests that one should
choose consumers who have strong ties with the advertiser
and who also have strong influence on others. Such results,
while insightful, are inapplicable for personalization when
dealing with large amount of user data, such as in our case
of content marketing on Pinterest.

In social network analysis and data mining communities,
research on content diffusion has been conducted, but the
conclusions do not provide insights on how to optimize con-
tent in order to generate interactions or reach. For example,
researchers have studied behavioral motifs that are possible
to observe at the dyadic level [30]. This study shows signifi-
cant differences between dyads, or pairs of individuals, that
are more versus less engaged in the diffusion process. Dyads
that fuel the diffusion process are characterized by stronger
relationships, more active and networked receiving party,
and higher authority centrality. In another study [16], the
authors present an analysis of a person-to-person product
recommendation network. While on average recommenda-
tions are not very effective at inducing purchases and do not
spread very far, they present a model that successfully iden-
tifies communities, product and pricing categories for which
viral marketing seems to be effective. Recent work has also
examined influence maximization for prevalent viral mar-
keting in large-scale social networks [8], where the authors
propose an algorithm that can create significant increase in
influence spread compared to other heuristics. Their prob-
lem setting is to find a small set of seed nodes in a social
network that maximizes the spread of influence under cer-
tain models. Similarly with existing work in marketing re-
search, these studies are unable to identify the quantitative
characteristics in the marketing content that create more
interactions from specific users.

2.2 Content-based Image Retrieval
Content-based image retrieval (CBIR) [11, 21] comprises



Figure 1: The site structure of Pinterest. Left: a segment of the brand page of Barneys New York, with the
pinboard “Revel, Revel” highlighted in a red box. Mid: a pinboard name “Revel, Revel” with a highlighted
pin shown on the right. Right: a sample pin from “Revel, Revel” with the list of repinners and likers.

of a set of techniques which use visual contents to search
images from large scale image databases according to users’
interests. CBIR has been an active and fast-advancing re-
search area since the 1990s. During the past decade, remark-
able progress has been made in both theoretical research and
system development. The typical image descriptors sum-
marize useful information from images include color, tex-
ture and spatial information, among which scale invariant
feature transform (SIFT) features have been widely used
and achieved high performance in conjunction with bag-of-
visual-words (BoVW) image representation [20, 29, 3].

Instead of exact matching, content-based image retrieval
calculates visual similarities between a query image and im-
ages in a database. Accordingly, the retrieval result is not a
single image but a list of images ranked by their similarities
with the query image. In recent years, many similarity mea-
sures have been developed for image retrieval based on esti-
mates of the distribution of features [31, 4]. It is shown that
different similarity or distance measures can significantly af-
fect retrieval performances of an image retrieval system [13].

Another important issue in content-based image retrieval
is effective indexing and fast searching of images based on
visual features. Since the feature vectors of images tend
to have high dimensionality, dimension reduction or proba-
bilistic modeling are commonly used by researchers to obtain
the semantically useful information for image retrieval. For
example, in [27, 6], variants of principal component anal-
ysis (PCA), namely generalized PCA and kernel PCA are
used for image compression and retrieval. Instead of using
the PCA-family of methods, researchers have also used non-

linear manifold embedding is for image retrieval [26]. Ad-
ditionally, probabilistic methods such as Gaussian mixture
learning have been considered for efficient image indexing
and retrieval [28, 10].

3. SYSTEM DESCRIPTION
In this section, we describe the methodology by which we

build the prototype system for predicting user interactions
on Pinterest.

3.1 Collecting image data
In order to collect brands’ data from Pinterest website,

we start by choosing 20 brands from five broad categories
(auto, fashion, food, hotel and retail), which are listed in
Table 3. For convenience, we call this set of brands B =
{b1, b2, · · · , b20}. Statistics of the number of pinboards and
pins are listed in Table 1. As we can see from this table,
the number of pins varies significantly from brand to brand.
Thus, in order to construct pin set Pbi for brand bi, we
choose to randomly sample Np pins from all the pinboards of
brand bi. By doing so, our results would not be dominated
by any one brand. We call the overall set of brand pins
PB = Pb1 ∪ Pb2 ∪ · · · ∪ Pb20 .

Next, we collect users’ data. We are interested in users
who have repinned our selected pins from the 20 brands.
Specifically, if the user has repinned any of the brand image
in set PB , we collect her images. The set of users such
generated is U = {u1, u2, · · · , u|U|}. Similar to what we
perform on brand pins, we choose Np randomly sampled
pins for each user ui in order to construct her pin set Pui .



(a) SIFT matching

(b) Bag-of-visual-words illustration

Distance: 0.177 Distance: 0.282

Figure 2: SIFT-BoVW image representation model.
(a) An example showing the invariance properties
of SIFT features. The interest points are extracted
from a DVD cover image (left), and an image of the
cover of the corresponding novel (right), and then
matched using the algorithm described in [18]. (b)
An example illustrating how the BoVW model helps
recognize object categories. The first row shows the
input images, with sample patches detected by SIFT
on the second row, followed by normalized BoVW
histograms on the third row. Note that while SIFT
detects patches of different scales, they have been
resized to the same size above for the purpose of
visualization.

Collectively, we build the set of user pins PU = Pu1 ∪Pu2 ∪
· · · ∪ Pu|U| .

Problem formulation. Our objective is to generate, for
each pin p ∈ PB , a ranked list KU = (uk1 , uk2 , · · · , uk|U|)
of users in U according to semantic similarity between the
brand pin p and user pins in Pu1 ,Pu2 , · · · ,Pu|U| . The higher
a user gets ranked in KU , the higher propensity she is pre-
dicted to have in repinning the brand pin. In other words,
we address the problem of predicting the repinners’ list of
each brand pin.

3.2 Representing image data
In our approach, we represent each pinned image p with

a vector vp, which will then be fed into the retrieval compo-
nents for further processing. In order to obtain good perfor-
mance in retrieval, such a vector representation should be
both descriptive enough, i.e., able to distinguish one object

Table 1: List of brands with the corresponding num-
ber of pinboards and pins.

Brand Brds Pins Brand Brds Pins

Lamborghini 14 91 Hyundaiusa 31 311

Toyotausa 9 154 MercedesBenz 38 804

Anntaylorstyle 24 1237 Giltkids 47 1865

Barneysny 54 2750 Maybelline 19 2153

Chobani 25 4080 Panerabread 14 692

Cabotcheese 30 2210 DunkinDonuts 19 481

Fourseasons 34 1726 Trumpcollection 27 572

Hiltonhotels 19 347 Ritzcarlton 95 653

Homedepot 38 1744 Michaelsstores 79 3769

HobbyLobby 47 2067 Lowes 46 1699

category from another, and robust to the changes of photo
shooting conditions, such as camera zooming, rotation, or
illumination changes. With these requirements, we adopt a
state-of-the-art approach in computer vision and image re-
trieval, the bag-of-visual-words (BoVW) model [24], to pro-
vide such representation for images.

Similar to the bag-of-words model in text mining, the
bag-of-visual-words model also uses a dictionary to turn
each document into a vector representation by counting the
words, while ignoring the order of the words. In the bag-
of-words model, a dictionary is used to transform a docu-
ment into a vector representation by counting the frequency
of words. While this general concept can be naturally ex-
tended from documents to images, the problem of defining
words and the dictionary for images is not straightforward.
The BoVW model addresses this problem by taking as input
a set of image-based features, and using them to generate a
set of visual words through clustering.

Local feature of images. We first turn the images from
raw pixels to intermediate representations robust to geomet-
ric transforms such as translation, rotation and scaling using
the scale invariant feature transform (SIFT) representation,
a well-established technique in computer vision and image
retrieval [18]. This is achieved by first identifying corner
points, i.e., areas with large local contrast in at least two
orientations of the image. The corner points are identified
with the difference-of-Gaussian detector performed at multi-
ple scales. Next, at each detected corner point, the gradient
histogram is calculated to describe the neighborhood infor-
mation. A subset of these points are further selected as
interest points based on certain metrics of robustness. By
explicitly considering multiple geometric transforms, SIFT
provides a 128-dimensional descriptor for each interest point
in each image. This ensures that similar descriptors for an
interest point are obtained even when it is translated, ro-
tated, or scaled. SIFT can also provide a certain degree of
invariance on illumination and 3D viewpoint changes, which
also benefits our application in image retrieval.

In panel (a) of Figure 2, we illustrate how SIFT can achieve
robust matching against the transforms mentioned above
with the matching algorithm proposed in [18]. Specifically,
the interest points are extracted from a photo of the cover
of a novel, and from a similar photo from the cover of the
accompanying DVD. Then, for each interest point in the left
image, we identify the corresponding point in the right im-



age by selecting the nearest neighbor in the SIFT feature
space, where the neighbors are points from the right image.
After the initial matching, we also perform spatial verifica-
tion to select the matches with strong geometric consistency
[24]. It can be seen that SIFT features enable robust match-
ing between interest points in these two images even after
multiple transformations and illumination changes. While
we do not use strict matching for the Pinterest images, the
example above illustrates that SIFT is indeed able to cap-
ture the interest points across images, which can later be
leveraged to build robust visual representations.

Dictionary construction and image representation.
Next we construct a dictionary of SIFT features and repre-
sent the image with respect to the constructed dictionary.
First, k-means clustering is performed on the collected SIFT
descriptors, resulting in c cluster centers, which are treated
as the visual words. Collectively, the set of all visual words
are called the visual dictionary. Given the dictionary, for
each image, we map every SIFT descriptor to the nearest vi-
sual word in the SIFT feature space, and use a c-dimensional
normalized histogram of the mapped visual words as the fi-
nal image representation. By this process, we obtain model
robustness from the invariance against geometric transfor-
mations and illumination changes provided by the SIFT fea-
ture and descriptiveness provided by the BoVW representa-
tion. Extensive experiments in computer vision [24, 20, 29,
3] have shown the BoVW model has reliable performance in
tasks such as image retrieval and classification.

In panel (b) of Figure 2, we show how BoVW model can
measure similarity among images. We use three images from
Pinterest—a user-pinned Mercedes-Benz car, an image from
Lamborghini’s collections, and a user-pinned Nike sneaker,
as shown on the first row of the figure. We also show some
examples of detected patches by SIFT on the second row.
The normalized histograms on the third row illustrate the
BoVW representation for each image, with the horizontal
axis as the visual words, and the vertical axis as visual word
frequency. While our system is built with c = 500 as the
vocabulary size, the dictionary in this example is built with
c = 50 for illustration. We can see here that the two car im-
ages are close in terms of Euclidean distance in the BoVW
representation, although they are merchandise of different
brands, while the sneaker’s representation is obviously differ-
ent from that of the cars. Consequently, using SIFT-BoVW
enables us to make predictions about images’ categories and
thereby infer users’ propensity to interact with an image.

3.3 Retrieving image data
Once all brand pins in PB and user pins in PU are rep-

resented using SIFT-BoVW, we leverage image retrieval to
compute the propensity that a user is to repin a brand pin.
Our assumption is that, everything else being equal, the
chance that a user would repin a brand image is higher if she
has collected similar image content onto her own Pinterest
collection. Specifically, we compute the similarity measure
s(p,Pui) for a brand pin p ∈ PB , and a user’s pin set Pui .
Next we will detail two approaches commonly used in image
retrieval to accomplish this task.

Distance-based approach. This is a model-free ap-
proach. First, we select a distance measure d (e.g. Euclidean
distance), and compute the d(vp, vq) for q ∈ Pui using their
BoVW feature vectors vp and vq. Next, we compute the

similarity measure s as following

s(p,Pui) = f
(
Γq∈Pui

{d(vp, vq)}
)
, (1)

where f(·) is a monotonically decreasing function as we re-
quire a similarity measure. Note that the particular choice
of the function f(·) is not relevant here, since we are only
interested in ranking the users. The choice of summary func-
tion Γ is significant, as evidenced by the results discussed in
Section 4.2.

Model-based approach. To begin with, we train a
Gaussian mixture model on the collection of all BoVW fea-
ture vectors using the standard expectation-maximization
(EM) procedure [9] that maximizes the overall log-likelihood
of data, which is

∑
p logPr(vp), where vp is a BoVW feature

vector corresponding to a pin. After we discard the mix-
ing weights, we obtain the learned global BoVW dictionary
Ω = {N (µi,Σi)}Ki=1, where K is the total number of com-
ponents. The global dictionary tells us about the important
BoVW feature vectors and their variances and covariances.

Following that, for a user’s pin set Pui , we process it into
a single vector of mixing coefficients in a Gaussian mixture
model with the previously learned means and covariances.
Since each user has a relatively small number of pins, we
choose not to re-learn the Gaussian components each time.
Specifically, we model BoVW feature vector vq for q ∈ Pui

as a finite mixture of Gaussian components:

vq ∼Mui =

K∑
i=1

αiN (µi,Σi), (2)

where αi’s are the mixing weights.
We next present the EM procedure for each user’s pin set
Pui . Let vp1 , . . . , vpm be the BoVW feature vectors corre-
sponding to pins in Pui , zi’s be latent variables on which
Gaussian component is used, and

θt = {Pr(z = 1), . . . , P r(z = K)}
is the set of unknown model parameters at iteration t.

E-step:

Pr(zj = i|vpj , θt) =
p(vpj |zj = i)Pr(zj = i|θt)∑K

l=1 Pr(vpj |zj = l)Pr(zj = l|θt)
, (3)

M-step:

Pr(z = i|θt+1) =
1

|Pui |

|Pui
|∑

j=1

Pr(zj = i|vpj , θt). (4)

Therefore, at the end of the iterative EM procedure, we
learn a modelMui for user ui. We then define the similarity
measure s(p,Pui) = Mui(vp). That is, we evaluate the
brand pin’s feature vector vp against the user model Mui .

4. EXPERIMENTAL RESULTS
In this section, we discuss our experimental setup, present

our results and discuss them.

4.1 Experimental Setup
For each user ui, we have the set of pins Pui . We would

like to predict, given a pin p ∈ Pbj from a brand bj , as
to how likely the user is to repin it. In order to remove
any bias in performance, we first construct a new pin set
P ′ui

= Pui−Pbj . That is, we remove all brand pins belonging



Figure 3: Gains charts by the proposed GMM scheme, by chance and by the oracle. Each column shows the
gains chart for all brands from a category, with the top-most row showing aggregate performance across all
brands for the category, and the rows below showing that for individual brands. It is observed that significant
lifts are created for all brands using the proposed GMM scheme.

to bj when considering the signature for the user. In the
presented results Np = 100 has been considered. In Table 2,
we show the number of users who have repinned each brand’s
selected pins, as well as the total number of pins of these
repinners. Collectively, this results in a dataset of more
than 1 million pins.

Next we compute the similarity measure between user pins
and the brand pin sp,i = s(p,P ′ui

) using an appropriate
function for s(·, ·) depending on whether a model-based or
model-free approach is being used. For each pin, we also
create ground truth based on the available list of repinners
collected from the website, denoted by tp,i, which is defined
as following:

tp,i =

{
1 if the user ui has repinned p
0 if otherwise

. (5)

Gains charts. We generate a gains chart to demon-
strate the performance of our system. A gains chart pro-
vides a visual summary of the usefulness of the informa-

tion provided by one or more models for predicting a bino-
mial outcome variable, and is commonly used in predictive
modeling for marketing [15]. Specifically, in our setup, we
evaluate the performance of the model prediction given by
sp,i with respect to the outcome variable tp,i. The gains
chart is computed as follows. We sort sp,i where ui ∈ U
in descending order, producing a new sequence sp,kl with
a corresponding mapping of indices kl. In other words,
sp,k1 ≥ sp,k2 ≥ sp,k2 · · · ≥ sp,k|U| .

A gains chart is then generated by computing the percent-
age of ground truth repinners recalled in a sorted shortlist of
users, versus the percentage of users in that shortlist. Specif-
ically, for each percentage level r% (x-axis), we compute the
y-axis in gains chart to be:

gains(r%) =

∑|U|×r%
i=1 tp,ki∑|U|

i=1 tp,i
. (6)

Intuitively, a gains chart conveys the predictive power of
our system, as it shows, for shortlists consisting of highest-



Pins from user 1 (repinner)  

Pins from user 2 (non-repinner) 

Pins from user 3 (non-repinner) 

Maybelline	  New	  York	  
Official	  Pinterest	  page	  for	  Maybelline	  New	  
York.	  We’re	  pinning	  our	  favorite	  beauty	  
looks,	  fashion	  trends,	  must-‐have	  products,	  
preCy	  pictures	  and	  more.	  Follow	  us	  for	  
your	  daily	  beauty	  and	  fashion	  fix!	  

Figure 4: A brand pin by Maybelline (left bottom) and retrieved best-matching pins from three users (right).
User 1 is a repinner with high similarity measure to the Maybelline pin, User 2 is a non-repinner with high
similarity measure to the brand pin, and User 3 is a non-repinner with low similarity measure to the brand
pin. It can visually verified that the best-matching pins by User 1 have high visual similarity to the brand
pin, so are the best-matching pins by User 2, but the same is not true for those by User 3.

Table 2: List of brands with the number of repin-
ners (Rp) across all the sampled pins, and the total
number of pins across all the corresponding repin-
ners.

Brand Rp Pins Brand Rp Pins

Lamborghini 231 21k Hyundaiusa 127 11k

Toyotausa 173 16k MercedesBenz 309 29k

Anntaylorstyle 571 57k Giltkids 393 39k

Barneysny 696 69k Maybelline 633 63k

Chobani 750 74k Panerabread 619 61k

Cabotcheese 719 71k DunkinDonuts 505 49k

Fourseasons 511 51k Trumpcollection 238 22k

Hiltonhotels 213 20k Ritzcarlton 264 25k

Homedepot 764 76k Michaelsstores 821 81k

HobbyLobby 765 76k Lowes 737 72k

score users of different lengths, how much lift over chance we
can get in predicting the ground truth repinners of a brand
image.

Gains charts in aggregate. We also consider gains
charts in aggregate to demonstrate the performance of our
system for each brand and each industry category. Given the
set of pins P (a brand, or an industry category), for each
p ∈ P, we similarly sort sp,i where ui ∈ U in descending
order, producing a new sequence sp,kl with a correspond-

ing mapping of indices kl. In other words, sp,k1 ≥ sp,k2 ≥
sp,k2 · · · ≥ sp,k|U| .

In generating the gains chart at r%, we compute the fol-
lowing at the r% level:

gains(r%) =

∑
p∈P

∑|U|×r%
i=1 tp,ki∑

p∈P
∑|U|

i=1 tp,i
. (7)

4.2 Detailed Results
The performance of the proposed technique on the task of

predicting the repinners’ list is evaluated using four different
schemes of retrieval:

• Min-pooling: Distance-based approach with Γ set to
the min operator in Eqn. 1.

• Average-pooling: Distance-based approach with Γ set
to the average operator in Eqn. 1.

• GMM (proposed): Model-based approach with simi-
larity given by Eqn. 2.

• Oracle: The min-pooling scheme with P ′ui
= Pui .

That is, we retain brand pins when considering the
signature for the user. Note that the oracle’s perfor-
mance is in general not achievable, but is introduced
for benchmarking purpose.

Table 3 summarizes the results across these schemes using
the gains ratio, defined as the ratio of the area under the



Table 3: Performance evaluation using gains ra-
tio for brands and categories across three different
schemes for computing similarity.

Brand/Category GMM Min Avg
MercedesBenz 0.91 0.90 0.97
Hyundaiusa 0.74 0.71 0.74
Lamborghini 0.79 0.74 0.91
Toyotausa 0.79 0.79 0.72
Auto 0.82 0.79 0.85
Maybelline 0.94 0.91 0.80
Anntaylorstyle 0.93 0.92 0.83
Barneysny 0.95 0.91 0.84
Giltkids 0.92 0.87 0.83
Fashion 0.94 0.89 0.83
DunkinDonuts 0.88 0.88 0.68
Cabotcheese 0.97 0.92 0.99
Chobani 0.94 0.89 0.78
Panerabread 0.88 0.87 0.82
Food 0.92 0.89 0.82
Fourseasons 0.90 0.82 0.87
Hiltonhotels 0.89 0.86 0.77
Ritzcarlton 0.94 0.88 0.83
Trumpcollection 0.88 0.78 0.86
Hotel 0.90 0.83 0.85
HobbyLobby 0.95 0.95 0.81
Homedepot 0.92 0.90 0.82
Lowes 0.93 0.90 0.83
Michaelsstores 0.93 0.93 0.81
Retail 0.93 0.92 0.81

curve for a given scheme divided by that for the oracle. It
is observed that the GMM scheme is top-performing across
4 out of the 5 categories, and is also the top performer for
most of the individual brands.

In order to get a graphical summary of the prediction
performance, the gains charts for the GMM scheme and
the oracle are plotted in Figure 3. Each column shows the
gains chart for all brands from a category, with the top-
most row showing aggregate performance across all brands
for the category, and the rows below showing that for indi-
vidual brands. It is observed that significant lifts are cre-
ated for all brands using the proposed GMM scheme. For
instance, for the auto category, nearly 15% of the repinners
are captured in the top 1% of the predicted list.

In order to better understand the working of proposed
framework, we consider an example of a pin from May-
belline’s collections, and show examples of how the users
are ranked on their propensity to repin that pin, based on
images that have been previously pinned by them. In Figure
4, we show on the left side a sample pin by Maybelline which
is a model’s photo, and on the right side a number of best-
matching user pins with the highest similarity measures by
three users. Collectively, User 1’s similarity measure to the
Maybelline pin is at the 99th percentile among its repinners,
User 2’s similarity measure to the brand pin is at the 99th

percentile among its non-repinners, and User 3’s similarity
measure to the brand pin is at the 1th percentile among its
non-repinners. It can visually verified that User 1’s best-
matching pins have high visual similarity to the brand pin,

so are User 2’s best-matching pins, but the same is not true
for User 3’s. It is also interesting to note that, the semantic
content of the Maybelline pin is captured well by the best-
matching pins of both User 1 and User 2, which validates
the quantitative results achieved by our system.

4.3 Discussions
Per-category performance. We observe that certain

categories perform better than other—for instance, as seen
in Figure 3, hotel and auto are the top performing categories,
whereas the performance of retail is significantly worse. This
is arguably because images in the auto and hotel category
tend to be relatively more homogeneous whereas those from
retail tend to be diverse.

Interesting, we also observe from Table 3 that that more
heterogeneous the collection of brand or category images,
the more the improvement of the GMM scheme with respect
to the average pooling scheme. For example, we observe that
in hotel and auto, the difference between the GMM and
average pooling schemes is the least across categories. On
the contrary, for retail–the category with the most perceived
diversity in the collection of pins–the improvement gained by
GMM is the most.

This phenomenon is explained by the fact that hetero-
geneity in the pin collection is well modeled by the multi-
modality of mixture models, whereas a single summary statis-
tic such as the average is incapable of capturing this diver-
sity in the underlying data. Further, GMMs also provide
an improvement over min-pooling, because as with average-
pooling, considering only the closest user pin to the given
brand pin does not capture the diversity of the user’s inter-
est, and hence their interaction patterns.

Potential applications. First, given the findings that
we made in this paper, it is plausible that brand marketers
can optimize each of their campaign images based on the
similarity to the image collections of the target audience. In
particular, when a brand marketer has a set of candidate
images, she can run them through a system such as our
prototype, given a sample set of brand target audience. By
this process, the candidate with the best average score with
respect to the sample target audience can be chosen for the
marketing campaign.

Second, brands can strategically leverage our system’s
predicted users with high propensity to interact with their
pins. Since these users’ pins align semantically with the
brand’s pins, they are potentially high-quality brand prospects.
However, many of these users may not have formerly inter-
acted with the brand pins, either by repinning or by being
“followers”of the brand. Given the knowledge of these users,
a brand marketer can proactively “like” these users’ pins and
consequently draw their attention to her brand.

5. CONCLUSIONS
We have presented a prototype system in this paper that

is able to predict who interacted with a brand image on Pin-
terest. We approached this problem using social media re-
trieval techniques; that is, given a brand image, we retrieved
similar user images and based on the computed similarity
measures, we ranked users and inferred their propensity to
interact with the brand image. We note that our system
is purely based on image features, which makes it comple-
mentary to the existing body of work leveraging social and
textual content, among other sources of information. Our



system has been systematically tested on a large-scale Pin-
terest dataset of more than 1 million images and produced
promising results.
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