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ABSTRACT

Traditionally, feature construction and feature selection are two important but separate processes in data mining. However, many real world applications require an integrated approach for creating, refining and selecting features. To address this problem, we propose FeaFiner (short for Feature Refiner), an efficient formulation that simultaneously generalizes low-level features into higher level concepts and then selects relevant concepts based on the target variable. Specifically, we formulate a double sparsity optimization problem that identifies groups in the low-level features, generalizes higher level features using the groups and performs feature selection. Since in many clinical researches non-overlapping groups are preferred for better interpretability, we further improve the formulation to generalize features using mutually exclusive feature groups. The proposed formulation is challenging to solve due to the orthogonality constraints, non-convexity objective and non-smoothness penalties. We apply a recently developed augmented Lagrangian method to solve this formulation in which each subproblem is solved by a non-monotone spectral projected gradient method. Our numerical experiments show that this approach is computationally efficient and also capable of producing solutions of high quality. We also present a generalization bound showing the consistency and the asymptotic behavior of the learning process of our proposed formulation.

Finally, the proposed FeaFiner method is validated on Alzheimer’s Disease Neuroimaging Initiative dataset, where low-level biomarkers are automatically generalized into robust higher level concepts which are then selected for predicting the disease status measured by Mini Mental State Examination and Alzheimer’s Disease Assessment Scale cognitive subscore. Compared to existing predictive modeling methods, FeaFiner provides intuitive and robust feature concepts and competitive predictive accuracy.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—Data Mining; J.3 [Life and Medical Sciences]: Health, Medical information systems

General Terms
Algorithms

Keywords
Feature generalization, feature selection, sparse learning, augmented Lagrangian, spectral gradient descent, biomarkers

1. INTRODUCTION

Alzheimer’s Disease (AD) is a severe neurodegenerative disorder that progresses over time. Electronic Health Records data such as Alzheimer’s Disease Neuroimaging Initiative (ADNI) database provide valuable resources for conducting a longitudinal study of AD research. ADNI data are collected through regular hospital visits of AD patients after their first screening. In each visit, various measurements including cognitive scores (tests), lab tests, and brain images are collected for each patient, which serve as a large pool of potential biomarkers. Identification of important biomarkers that track the progression of AD is a central task towards a better understanding of the disease and the development of effective drugs. Many existing works build predictive models [30, 31, 36], perform longitudinal analysis [8, 39] and biomarker identification [42, 37, 11] directly over the raw features.

One of the fundamental challenges of biomarker identification is the gap between lower level features and higher level clinical concepts. Physicians and healthcare providers think and operate in terms of higher level concepts, while the EHR data are heterogeneous sequences of features in a much lower level of granularities. The low level features are noisy (not all measurements are trustworthy), redundant (many features are highly correlated) and sparse (clinical events are known to be sparsely populated over time). Because of the above characteristics, the direct use of those low level features are problematic. One important ramification is the instability of feature selection against such noisy, redundant and sparse feature matrix. With a small perturbation of samples or feature values, the results of feature selection may vary significantly.

When it comes to the predictive modeling in longitudinal studies and healthcare analysis, the data sources are typi-
cally high dimensional. For example in the study of AD, popular biomarkers include brain images such as magnetic resonance imaging and positron emission tomography [27, 12], and genome information [14]. To deal with such high-dimensional data, sparse learning methods [32, 15] provide an effective tool that performs embedded feature selection via sparsity-inducing norms such as $\ell_1$-norm [2]. Structural sparsity [9, 33, 16, 13] is recently introduced to control the structural patterns of the sparsity, exploring the inherent structures of the predictive modeling problems. The sparse learning has many successful applications in biomedical informatics and has produced new medical insights [7, 11, 33, 37, 39, 40, 42].

The $\ell_1$-norm regularized methods such as Lasso [33] enjoy nice properties in terms of feature selection. However, theories on these methods often heavily rely on assumptions on the design matrix, i.e., the irrepresentable condition [38]. When using Lasso for feature selection in high dimensional problems, strongly correlated features usually result in poor model selection performance [4]. Unfortunately in many clinical studies and healthcare analysis problems this is usually the case; and thus the selected features are usually unstable under slight perturbations of the data. To deal with this instability problem, specific sparse learning methods are proposed to identify stable features via a large amount of bootstrapping [22, 41], which is usually computationally expensive and cannot completely resolve the problem if the correlation is high. Recently, Bühlmann et al. proposed a two-stage approach that firstly learns feature groups by performing clustering on the design matrix and then performs Lasso on the new features constructed from the feature groups. Such two-stage approach has been shown to improve the condition of the design matrix used in the Lasso and is shown to have nice theoretical properties [3]. However, a separate feature group construction and feature selection may lead to suboptimal performance in terms of the stability of group selection and predictive performance. A more detailed discussion is given in Section 4.2.

Inspired by our experience on clinical predictive modeling and the aforementioned issues in the approach in [3], we propose an integrated approach, called FeaFiner, for feature construction and feature selection. The FeaFiner simultaneously generalizes lower level features into higher level clinical concepts and selects the predictive clinical concepts. Specifically, we propose a formulation for learning a sparse group structure matrix and a sparse prediction model via $\ell_1$-regularization, and adopt an efficient block coordinate descent algorithm for solving the formulation. In many clinical research applications, non-overlapping groups are preferred for better interpretability. To this end, we further propose an improved formulation that learns non-overlapping feature groups via introducing additional orthogonality constraints to the formulation. However, the proposed formulation is challenging to solve due to the orthogonality constraints, non-convexity objective and non-smooth penalties. We solve our problem formulation using a novel augmented Lagrangian framework, recently developed in [19]. The key idea there is to solve this non-convex problem by a non-monotone spectral projected gradient method. The resulting approach is computationally efficient and also capable of producing solutions of high quality. We also present a generalization bound showing the consistency and the asymptotic behavior of the learning process of our proposed formulation.

We perform extensive experiments on both synthetic data and real datasets for the clinical studies of Alzheimer’s disease. Results show that the proposed approach is capable of learning more stable feature groups than existing approaches while achieving superior predictive performance.

**Notations:** The element-wise $\ell_1$-norm of a matrix $X$ is denoted by $\|X\|_1 = \sum_{i,j} |X_{i,j}|$. We use $X \geq 0$ to denote the elementwise non-negativity ($X_{i,j} \geq 0, \forall i,j$). $\mathbf{1}$ denotes the all-ones vector whose dimension is clear in context.

## 2. A FORMULATION FOR SIMULTANEOUS FEATURE GENERALIZATION AND SELECTION

In the healthcare analysis and clinical studies, one important task is to identify important risk factors and biomarkers that relate to a certain disease or health status of interest, and build predictive models from patient data. In the studies of Alzheimer’s disease, for example, many researches focus on building predictive models that perform early detection and identify stable biomarkers that are related to the progression of the disease. Sparse learning is among the most popular techniques that are capable of simultaneously building parsimonious predictive models from training data and perform biomarker identification via embedded feature selection.

Consider a prediction task from $n$ subjects with $p$ features, where each feature is the value of a certain risk factor or the measurement of a biomarker. We denote the patients by data matrix $X \in \mathbb{R}^{n \times p}$ and their corresponding response by $y \in \mathbb{R}^n$, where the response can be a continuous metric that indicates a certain clinical status of the patients. Given the training data $X$ and $y$ we aim to learn a predictive model. In this paper we consider only a linear model with a $p$-dimensional model vector denoted by $w \in \mathbb{R}^p$ and the prediction given by $\hat{y} = Xw \in \mathbb{R}^n$.

The classical sparse learning method Lasso [32] learns a sparse model by solving the following $\ell_1$ regularized optimization problem:

$$
\min_w \|Xw - y\|_2^2/n + \lambda_1 \|w\|_1,
$$

where $\lambda_1$ is a specified parameter that controls the sparsity of the model. By sparse model we mean there are many zeros in the model vector. If a feature has zero coefficient in the model, it is considered to be irrelevant to the prediction task and thus can be removed from the model. The $\ell_1$-norm regularized formulations have been well studied over the last decade and widely used in many medical researches and clinical studies. Though the $\ell_1$-norm based sparse learning methods yield high predictive power in practice, the learnt models are usually shown to be unstable if the training data is slightly perturbed [22, 3]. To tackle this problem, the authors of [3] proposed to firstly find correlated features via clustering and generate new higher-level features using the clustered groups. Sparse models are then built using the generated features. From the perspective of medical research and clinical studies, this approach is appealing because higher level features generalized from noisy and correlated raw features may be more stable and interpretable. It has been shown both theoretically and empirically that this approach gives more stable models. However, a separate feature generalization and selection may be suboptimal in terms of both predictive performance and quality of the obtained feature groups.
In this paper we propose a formulation that simultaneously performs feature generalization and selection to improve both the predictive performance and group quality. Before proceeding, we introduce some notations that will be used subsequently. For each group, we represent the group assignment information in a vector, and denote the \( i \)th group by \( g_i \). If the \( j \)th feature belongs to this group, then the \( j \)th component of \( g_i \) is non-zero and the relative magnitude represents the ‘importance’ of the feature in this group. The new feature generated from this group assignment is thus given by \( X g_i \). Suppose we have \( k \) groups of features and we collectively denote the group structure by \( g = [g_1, g_2, \ldots, g_k] \), and the generalized new features is then given by \( X G \). To make each group meaningful, we require the elements of \( G \) to be non-negative. We denote by \( s \in \mathbb{R}^k \) the new model vector associated with new feature groups. The resulting formulation of FeaFiner is given by:

\[
\min_{s \in \mathbb{R}^k} \|XG - y\|_2^2 / n + \lambda_1 \|s\|_1
\]

subject to: \( G \geq 0, \|g_i\|_1 \leq \theta, i = 1, \ldots, k, \)

where \( \theta \) is a specified parameter that controls the sparsity on the columns of \( G \), i.e., the number of features included in a group. In the solutions obtained by solving Eq. (2), the \( \ell_1 \)-norm lengths of most columns of \( G \) are exactly \( \theta \), providing a good interpretation for the group membership. The approach in [3] is a special case of our formulation in Eq. (2). Note that the elastic net also encourages group effects such that it tends to assign equal weights to the highly correlated features [43]. However, it cannot explicitly identify feature groups as does in (2).

The optimization problem (2) is generally non-convex since its objective function involves the product of two variables. A local optimal solution is thus often sought. One natural approach to solving problem (2) is by using the block coordinate descent algorithm, in which we alternatively solve \( G \) and \( s \) by fixing one variable and optimizing with respect to another. The details are as follows:

1) Given \( G \), we solve \( s \):

\[
s^* = \arg \min_s \|XG - y\|_2^2 / n + \lambda_1 \|s\|_1.
\]

Solving \( s \) is a convex \( \ell_1 \)-regularized problem, which can be efficiently solved via the accelerated projected gradient method (APG) [24, 25].

2) Given \( s \), we solve \( G \):

\[
G^* = \arg \min_{G \geq 0} \|XG - y\|_2^2 / n,
\]

where \( G(\theta) = \{G : G \geq 0, \|g_i\|_1 \leq \theta, i = 1, \ldots, k\} \). Solving \( G \) is a constrained convex optimization problem, which again can also be solved via the APG method. The Euclidean projection onto the convex set \( G(\theta) \) can be efficiently solved with a linear time complexity [18]. The overall algorithm for solving formulation (2) is presented in Algorithm 1.

3. CONTROL OVERLAPPING IN GROUP LEARNING

The group structure obtained by solving formulation (2) may be largely overlapped because the proposed formulation does not impose any restriction on overlapping among the learnt groups. Nevertheless, in most clinical analysis applications practitioners often prefer less overlapped groups or even mutually exclusive groups, i.e., a particular biomarker should only belong to one feature group. To control the overlaps among groups, we impose the orthogonal constraints \( g_i^T g_j = 0 \) for all \( i, j \) in addition to the non-negative constraint \( G \geq 0 \). An immediate consequence of these constraints is that the resulting group assignments are mutually exclusive. For the simplicity of discussion, we normalize group assignments and assume that the columns of \( G \) are of length 1 with respect to \( \ell_2 \) norm, which together with the orthogonality of the columns of \( G \) implies that \( G^T G = I \).

In addition, we use the \( \ell_1 \) norm regularization to control the sparsity on \( G \). Our improved formulation of non-overlapping FeaFiner is given by:

\[
\min_{s \in \mathbb{R}^k} \|XG - y\|_2^2 / n + \lambda_1 \|s\|_1 + \lambda_2 \|G\|_1
\]

subject to: \( G^T G = I, G \geq 0 \).

3.1 Augmented Lagrangian Method

We observe that problem (5) is a constrained non-smooth optimization problem, which involves non-trivial constraint \( G^T G = I \). It is very natural to apply classical augmented Lagrangian method to solve (5). When applied to (5), augmented Lagrangian method needs to solve a sequence of sub-problems in the form of

\[
\min_{s \in \mathbb{R}^k} \mathcal{L}(s, G, \Lambda, \rho; \lambda_G, \lambda_s),
\]

where \( \mathcal{L} \) is the augmented Lagrangian function defined by

\[
\mathcal{L}(G, s, \Lambda, \rho; \lambda_G, \lambda_s) = \|XG - y\|_2^2 / n + \lambda_1 \|s\|_1 + \lambda_G \|G\|_1 - \Lambda^T (G^T G - I) - \rho^T G^T G - I - \frac{\rho}{2},
\]

\( \Lambda \in \mathbb{R}^{k \times k} \) is the Lagrange multiplier and \( \rho \in \mathbb{R}^+ \) is the penalty parameter, and \( \| \cdot \| \) is the Frobenius norm. The augmented Lagrangian algorithm framework of solving Eq. (5) is given in Algorithm 2 (e.g., see [26]).

At the \( k \)th iteration, the main computational effort of Algorithm 2 lies in solving the augmented Lagrangian subproblem (6) with \( \Lambda = \Lambda^{(k)} \) and \( \rho = \rho^{(k)} \). This subproblem can be suitably solved by spectral projected gradient methods that were recently proposed in [35, 19] for solving a class of non-smooth optimization problems over a simple set. The discussion on one of these methods is postponed to Section 3.2.

As observed in our numerical experiment on Algorithm 2 for solving problem (5), the accumulation point of its generated sequence almost always violates some constraints of the problem, especially the orthogonal constraint \( G^T G = I \). The similar phenomenon has also been observed in [19] for solving a class of sparse PCA problems with orthogonality constraints. To overcome this drawback, the authors of [19] proposed a novel augmented Lagrangian method. And they showed that every accumulation point of the novel method
Algorithm 2 The classical augmented Lagrangian algorithm for solving orthogonal FeaFiner

Input: X, y, G(0), s(0), γ > 1, \( \lambda_G \) and \( \lambda_S \).
Output: \( G^* \), \( s^* \).
Set \( k = 0 \), \( \Lambda(0) = \text{11}^T \), \( \rho(0) = 1 \), \( R(0) = (G(0))^T G(0) - I \).

while not converge do
  Compute an approximate minimizer \((G^{(k+1)}, s^{(k+1)})\) for
  \( \min G, C \mid \ell \in \{G, \Lambda(k), \rho(k), \lambda_G, \lambda_S \} \)
  Compute residual \( R^{(k+1)} = (G^{(k+1)})^T G^{(k+1)} - I \).
  \( \text{if} \|R^{(k+1)}\|_\infty < \eta \|R^{(k)}\|_\infty \text{then} \quad \rho^{(k+1)} = \rho^{(k)}, \Lambda^{(k+1)} = \Lambda(k) + \rho \rho^{(k)}; \)
  else \( \rho^{(k+1)} = \gamma \rho^{(k)}, \Lambda^{(k+1)} = \Lambda(k) \).
  end if
  Set \( k := k + 1 \).
end while
Set \( G^* = G^k \) and \( s^* = s^k \).

Algorithm 3 The novel augmented Lagrangian method for solving orthogonal FeaFiner

Input: X, y, γ > 1, \( \sigma > 0 \), \( \lambda_G \) and \( \lambda_S \).
Output: \( G^* \), \( s^* \).
Compute an initial feasible solution \( G_0 \) and \( s_0 \) of problem (5), using the starting point strategy in Section 3.3.
Set \( \Lambda(0) = \text{11}^T \), \( \rho(0) = 1 \).
Compute \( \tau = \mathcal{L}(G_0, \Lambda(0), \rho(0); \lambda_G, \lambda_S) \).

while not converge do
  Compute an approximate minimizer \((G^{(k+1)}, s^{(k+1)})\) for
  \( \min G, C \mid \ell \in \{G, \Lambda(k), \rho(k), \lambda_G, \lambda_S \} \)
  such that \( \mathcal{L}(s, G, \Lambda(k), \rho(k); \lambda_G, \lambda_S) \leq \tau \).
  Compute residual \( R^{(k+1)} = (G^{(k+1)})^T G^{(k+1)} - I \).
  \( \text{if} \|R^{(k+1)}\|_\infty < \eta \|R^{(k)}\|_\infty \text{then} \quad \rho^{(k+1)} = \rho^{(k)}, \Lambda^{(k+1)} = \Lambda(k) + \rho \rho^{(k)}; \)
  else \( \rho^{(k+1)} = \max(\gamma \rho^{(k)}, \|\Lambda(k)\|_F^{1+\sigma}), \Lambda^{(k+1)} = \Lambda(k) \).
  end if
  Set \( k := k + 1 \).
end while
Set \( G^* = G^k \) and \( s^* = s^k \).

must satisfy all constraints of the problem, and moreover under some suitable assumptions, each accumulation point is a KKT point of the problem (see Theorem 3.3 of [19]). It is not hard to verify that our problem (5) satisfies all the conditions required in Theorem 3.3 of [19]. Therefore, problem (5) can be suitably solved by the novel augmented Lagrangian method proposed in [19]. We present in Algorithm 3 the framework of this method for solving the orthogonal FeaFiner formulation (5). In contrast to Algorithm 2, Algorithm 3 has two novel features: one is that the Lagrangian function is bounded above by \( \tau \) along the generated sequence; and another is that the penalty parameter \( \rho^{(k)} \) grows faster than the magnitude of Lagrange multiplier \( \Lambda^{(k)} \). In our experiment we observe that this novel method can perfectly recover the orthogonal group assignments on \( G \). Similar to Algorithm 2, the major computational part of Algorithm 3 lies in solving the augmented Lagrangian subproblem (6) with \( \Lambda = \Lambda^{(k)} \) and \( \rho = \rho^{(k)} \). We will discuss how to solve such subproblem efficiently in Section 3.2. Some other implementation details such as strategies for choosing good starting points, post-processing techniques, and path-wise solutions will be discussed in Section 3.3.

3.2 Solve Augmented Lagrangian Subproblem via Spectral Projected Gradient

As mentioned above, the major computational part of the novel augmented Lagrangian method for solving problem (5) lies in solving the subproblem in the form of (6). We now discuss how to solve this subproblem efficiently. The two variables \( G, s \) in (6) are coupled and thus bring non-convexity. Traditionally, block coordinate descent (BCD) method can be applied to solve this type of optimization problems [34]. Nevertheless, BCD may be easily trapped in a local minimizer in practice due to non-convexity and non-smoothness.

Alternatively, we consider the \( G, s \) altogether and simultaneously solve these two variables, in the hope of better exploiting the internal structure of the optimization problem. Due to these considerations, we apply a non-monotone spectral projected gradient (SPG) method that was recently proposed in [19] for solving a class of non-smooth optimization problems over a simple set including problem (6) as a special case.

To apply the non-monotone SPG method to problem (6), we need the gradient of the smooth term in \( \mathcal{L} \) which is denoted by \( \hat{\mathcal{L}} \), that is,

\[ \hat{\mathcal{L}}(G, s) = \frac{1}{n} \parallel X G s - y \parallel_2^2 - \langle \Lambda, G^T G - I \rangle + \frac{\rho}{2} \parallel G^T G - I \parallel_F^2. \]

The gradient of \( \hat{\mathcal{L}} \) with respect to \( G \) is given by:

\[ \nabla_G \hat{\mathcal{L}}(G, s) = \nabla_G \parallel X G s - y \parallel_2^2/n - \langle \Lambda, G^T G \rangle + \frac{\rho}{2} \parallel G^T G - I \parallel_F^2 \]

\[ = \frac{2}{n} X^T X G s - \frac{2}{n} X^T y s - G (\Lambda + \Lambda^T) \]

\[ + \frac{2}{n} \rho \parallel G (G^T G - I) \parallel_F \]

and its gradient with respect to \( s \) is:

\[ \nabla_s \hat{\mathcal{L}}(G, s) = \nabla_s \parallel X G s - y \parallel_2^2/n = \frac{2}{n} G^T X^T G s - \frac{2}{n} G^T X^T y. \]

During the line search procedure, we also need to solve the following proximal type \( \ell_1 \)-regularized problems:

\[ \min_{G} \frac{1}{2} \parallel X - G \parallel_2^2 + \nu \parallel G \parallel_1, \quad \min_{s} \frac{1}{2} \parallel X - s \parallel_2^2 + \nu \parallel s \parallel_1, \]

which have closed form solutions given by

\[ \tilde{P}_\nu(G) = \max(G - \nu | \cdot |, 0), \]

\[ P_\nu(s) = \text{sign}(s) \cdot \max(|s - \nu|, 0), \]

respectively, where \( \cdot \) is the element-wise multiplication.

For the SPG method, one important issue is the choice of trial points and step size. Since problem (6) is non-convex, regular Armijo-type monotonic decreasing line search strategy may be too slow and also easily leads to a local solution. On the other hand, non-monotone line search strategy is more efficient and stable. Indeed, this strategy does not require the monotonic decrease of the objective value between consecutive steps, but rather requires a decrease within a
Algorithm 4 Spectral projected gradient method for solving augmented Lagrangian subproblem (6)

\[ \text{Input: } X, y, \phi, \Lambda, 0 < \alpha_{\text{min}} < \alpha_{\text{max}}, \text{ initial feasible point } (G_0, s_0), \text{ initial stepsize } \alpha_0, \text{ and an integer } n_c \geq 0. \]

\[ \text{Output: } G_n, s_n. \]

1. Compute \( \Delta G = G_n - G_{n-1} \) (the maximum objective value over the last \( n_c \) iterations).
2. Set \( G^{\text{st}} = G_n, s^{\text{st}} = s_n, \alpha = \alpha_0 \).
3. Compute \( \nabla_{G} \mathcal{L}(G^{\text{st}}, s^{\text{st}}), \nabla_{s} \mathcal{L}(G^{\text{st}}, s^{\text{st}}) \) using Eq. (7) and (8).
4. while \( \varepsilon > \text{tolerance} \) do
   1. Compute \( \Delta s = s^{\text{st}} - s_{n-1} \), \( \Delta G = G^{\text{st}} - G_{n-1} \).
   2. Compute \( \Delta G' = \nabla_{G} \mathcal{L}(G^{\text{st}}, s^{\text{st}}), \nabla_{s} \mathcal{L}(G^{\text{st}}, s^{\text{st}}) \) and \( \Delta s' = \nabla_{s} \mathcal{L}(G^{\text{st}}, s^{\text{st}}) - \nabla_{s} \mathcal{L}(G^{\text{st}}, s^{\text{st}}) \).
   3. Update initial stepsize \( \alpha = \max(\alpha_{\text{min}}, \min(\alpha_{\text{max}}, \alpha')) \).
   4. Compute \( \varepsilon = \frac{\Delta G + (\Delta s', \Delta s)}{(\Delta G, \Delta s') + (\Delta s, \Delta s')^2} \).
   5. Compute \( s^{\text{st}} = s_{n-1} + \varepsilon \nabla_{s} \mathcal{L}(G^{\text{st}}, s^{\text{st}}) \).
   6. Compute \( G^{\text{st}} = G^{\text{st}} + \varepsilon \nabla_{G} \mathcal{L}(G^{\text{st}}, s^{\text{st}}) \).
5. end while

6. Set \( G_n = G^{\text{st}}, s_n = s^{\text{st}} \) and return.

Algorithm 5 Non-Monotone Armijo Line Search for Spectral Projected Gradient Method

\[ \text{Input: } G^{\text{st}}, s^{\text{st}}, \nabla_{G} \mathcal{L}(G^{\text{st}}, s^{\text{st}}), \nabla_{s} \mathcal{L}(G^{\text{st}}, s^{\text{st}}), \maxit, 0 < c < 1, \text{ and initial stepsize } \alpha_0. \]

\[ \text{Output: } G^\ast, s^\ast, \nabla_{G} \mathcal{L}(G^\ast, s^\ast), \nabla_{s} \mathcal{L}(G^\ast, s^\ast). \]

1. while true do
   1. Solve \( G^\ast = \overline{P}_\lambda \mathcal{L}(G^{\text{st}} - \alpha \nabla_{G} \mathcal{L}(G^{\text{st}}, s^{\text{st}})) \) via Eq. (9).
   2. Solve \( s^\ast = \overline{P}_\lambda \mathcal{L}(G^{\text{st}} - \alpha \nabla_{s} \mathcal{L}(G^{\text{st}}, s^{\text{st}})) \) via Eq. (10).
   3. \( \delta = c (\|G^\ast - G^{\text{st}} - \nabla_{G} \mathcal{L}(G^{\text{st}}, s^{\text{st}})\|_1 + \lambda_5 s^\ast \|s^\ast\|_1) + \lambda_5 \|G^\ast\|_1 + \lambda_5 \|s^\ast\|_1 - \lambda_5 \|s^{\text{st}}\|_1. \)
   4. if \( \mathcal{L}(G^\ast, s^\ast, A, \rho, \Lambda, \lambda_5) \leq \maxit + \delta, \text{ break.} \)
   5. Update \( \alpha = \alpha c. \)
5. end while

6. return \( G^\ast, s^\ast = s^\ast, \nabla_{G} \mathcal{L}(G^\ast, s^\ast), \nabla_{s} \mathcal{L}(G^\ast, s^\ast). \)

certain number of steps. The concept of non-monotone technique is illustrated in Figure 1. It was shown in [19] that under some suitable assumption the non-monotone SPG method has a linear convergence rate. The algorithm for solving Eq. (6) by non-monotone SPG method is presented in Algorithm 4, and the associated non-monotone line search subroutine is given in Algorithm 5.

The major difference between the spectral projected descent and the traditional projected gradient method lies in that: 1) Algorithm 2 requires the starting point to be feasible in order to converge according to the theoretical analysis in [19] (We will discuss the starting point strategies in Section 3.3); 2) the initial step size is related to the approximate second-order information and given by the inverse Rayleigh quotient via Eq. (11).

3.3 Computational Issues

Starting Point. In [4] the clustering assignment is used to combine features. We expect to obtain a fairly good starting point of \( G \) from the assignment matrix. We normalize the assignment matrix such that the \( L_2 \) norm length is 1 and denote it as \( G_{km} \). Then the starting value of \( s \) can be obtained by solving the least squares problem \( s_0 = \arg \min_x |XG_{km} - y|_2^2/n \), and from \( s_0 \) we can obtain \( G_0 \) by solving Eq. (4) with \( \lambda_2 = 0 \).

Group Number. In many existing methods, the number of clusters or groups is obtained by either cross validation or domain knowledge. For FeaFiner, a meaningful starting point of \( G \) is the \( k \)-means clustering assignment matrix, thus we can select \( k \) by using heuristics for choosing the cluster number for \( k \)-means for the simple rule \( \sqrt{n}/2 \) [20] or information criterion approaches such as AIC/BIC [5]. An alternative way of choosing the group number is by the expected group size, i.e., the number of features in each group, ignoring the sparsity. Given \( k \) groups, intuitively the expected group size is \( p/k \). If fine-grained feature groups are needed, then a large \( k \) is needed and vice versa.

Post-Processing. Because of the orthogonality constraint on \( G \), the \( L_1 \)-norm sparsity on \( G \) may not behave as in unconstrained optimization problems. Normally we can view the \( L_1 \)-norm regularized problem as an equivalent constrained problem that requires the \( L_1 \) length of columns of \( G \) to be less than or equal to \( 1 \). However, with the orthogonality constraint in Eq. (5), the \( L_2 \)-norm of columns of \( G \) is fixed to be 1, which indicates that the \( L_1 \) length is implicitly lower-bounded. This means the solution \( G^* \) obtained by Algorithm 2 may have some elements with very small values (e.g., less than \( 1e^{-5} \)) to ensure the unitary. Therefore we can add a post-processing step to set these small values to zeros and normalize the matrix after post-processing to be unitary, and then solve a Lasso problem in Eq. (3) to obtain the corresponding \( s \). Also, the post-processed solutions can again be used as the starting point in Algorithm 2 in the hope that a better local solution can be found.

Pathwise Solutions. The FeaFiner formulation in Eq. (5) has two sparse parameters \( \lambda_2 \) and \( \lambda_5 \), which are typically estimated from data. In order to achieve high efficiency, we can obtain pathwise solutions via a successive warm-start strategy: for a fixed \( \lambda_5 \), we order a list of parameter candidates for \( \lambda_2 \) such that \( \lambda_2^{(1)} < \ldots \lambda_2^{(g)} \) (from dense to sparse). We use \( \{G, s\}^{(g)} \) to denote the solution obtained using \( \lambda_2^{(g)} \) and \( \lambda_5 \), and to compute \( \{G, s\}^{(g+1)} \) we use \( \{G, s\}^{(g)} \) as the starting point. We find that not only the pathwise solution strategy delivers higher computational efficiency, it also yields solutions that have higher quality than solving Eq. (5) independently for each parameter candidate. This strategy effectively prevents the algorithm from converging to inferior local solution. For convex sparse learning formulations a typical pathwise solution strategy requires a reversed order of parameter candidates (from sparse to dense), so that the solution space (from the constrained perspective) is very small at the very beginning to ensure efficiency. However, for the non-convex formulation of FeaFiner the pathwise strategy is reversed because in the dense case we know that the \( k \)-means solution \( G_{km} \) serves as a good starting point. In the experiments we use this pathwise strategy for parameter selection.

3.4 Theoretical Properties

In this section we provide some theoretical analysis of the proposed FeaFiner method. First we consider the following constrained reformulation of the FeaFiner with general Lipschitz continuous convex loss function \( \ell \) (with Lipschitz constant \( L \)):

\[ \min_{s, G} \frac{1}{n} \sum_{i=1}^{n} \ell(x_i, G s_i, y_i) \]

subject to \( \tau_{\min} \leq \|G\|_1 \leq \lambda_2^{(g)} \|s\|_1 \leq \alpha, G^T G = I, G \geq 0. \)
where \( \tau_{\min} = k \cdot \arg \min_{|g| \leq 1} \| g \|_1 \) and \( \tau_{\max}^G \) is related to the regularization parameter \( \lambda \).

Due to the constraint \( G^T G = I \) and the element-wise non-negativity on \( G \), it immediately follows that Lasso is special case of FeaFiner when \( k = n \), \( G = I \) and \( s \) is solution of Lasso. We note that the original parameter space of the combined model \( \omega = Gs \in \mathbb{R}^p \) is now expanded to a much larger parameter space \( \mathbb{R}^{p \times k} \times \mathbb{R}^{k \times 1} \), depending on \( K \). The large parameter space may be a concern in practice because it is prone to overfitting. With \( G^T G = I \), the \( \ell_1 \) constraint on \( s \) provides effective regularization on the resulting model \( \omega = Gs \):

\[
\| \omega \|_p^2 = \| Gs \|_p^2 = \text{tr} \left( s^T G^T G s \right) = \text{tr} \left( s^T s \right)
\]

\[
= \| s \|_2^2 \leq \| s \|_p^2 \leq \alpha^2.
\]

We next show that the generalization error of the optimizer to the problem in Eq. (12) can be bounded and is related to the condition of the design matrix \( \mathbf{X} \). Let \( \mathbb{G}_\delta = \{ G \in \mathbb{R}^{p \times k} : \tau_{\min} \leq \| G \|_2 \leq \tau_{\max}^G, G^T G = I, G \geq 0 \} \) and \( \mathcal{S} = \{ s \in \mathbb{R}^k : \| s \|_1 \leq \alpha \} \). Given any \( G \) and \( s \), we denote the expected risk as:

\[
E(G, s) = E(x, y) - \mu E(\langle (G s), x \rangle, y)\]

Let \( G^* \) and \( s^* \) be the optimal solution that minimizes the expected risk:

\[
(G^*, s^*) = \arg \min_{G \in \mathbb{G}_\delta, s \in \mathcal{S}} E(G, s) = \arg \min_{G \in \mathbb{G}_\delta, s \in \mathcal{S}} E(x, y) - \mu E(\langle (G s), x \rangle, y),
\]

Also, given data \( \mathbf{Z} = (\mathbf{X}, y) \), the empirical risk is defined as:

\[
\hat{E}(G, s, \mathbf{Z}) = \frac{1}{n} \sum_{i=1}^{n} \ell((G s, x_i), y_i),
\]

and let \( \mathbf{G}^*_Z \) and \( \mathbf{s}^*_Z \) be the optimal solution that minimizes the empirical risk:

\[
(\mathbf{G}^*_Z, \mathbf{s}^*_Z) = \arg \min_{G \in \mathbb{G}_\delta, s \in \mathcal{S}} \hat{E}(G, s, \mathbf{Z}).
\]

The asymptotic convergence of the learning process is given in the following theorem:

**Theorem 3.1.** Let \( \delta > 0 \) and let \( \mu \) be probability measure on \( \mathbb{R}^d \times \mathbb{R} \). With probability of at least \( 1 - \delta \) in the draw of \( \mathbf{Z} \sim \mu^n \), we have:

\[
E(\mathbf{G}^*_Z, \mathbf{s}^*_Z) - E(G^*, s^*) \leq 2L \sqrt{\frac{C_1(\mathbf{X})(d+12)}{n}} + 2L \sqrt{\frac{3 \text{tr}(\Sigma(\mathbf{X})) \ln(2K)}{n} + \frac{8 \ln 4/\delta}{n}}.
\]

where \( C_1(\mathbf{X}) = \| \Sigma(\mathbf{X}) \|_1 = \text{tr}(\Sigma(\mathbf{X})) = \sum_{i=1}^{d} \lambda_i(\Sigma(\mathbf{X})) \) is the trace of the empirical covariance matrix, \( C_\infty(\mathbf{X}) = \| \Sigma(\mathbf{X}) \|_\infty = \lambda_{\max}(\Sigma(\mathbf{X})) \) where \( \lambda_{\max} \) is the largest eigenvalue, and \( \tilde{\Sigma}(\mathbf{X}) \) is the empirical covariance matrix, i.e., \( \tilde{\Sigma}(\mathbf{X}) = \frac{1}{n} \mathbf{X}^T \mathbf{X} \in \mathbb{R}^{d \times d} \).

The proof structure is similar to that of [21] and to make the paper self-contained we include the detailed proof in the supplemental materials [1]. This theorem provides important insight into the proposed formulation in Eq. (5): 1) when \( n \to \infty \), we have \( E(G^*_Z, s^*_Z) \to E(G^*, s^*) \) converges asymptotically to 0. 2) the convergence is related to the condition of design matrix \( \mathbf{X} \) via \( C_\infty(\mathbf{X}), C_1(\mathbf{X}) \). If the design matrix has a low-rank structure, which gives a small \( C_1(\mathbf{X}) \), then it achieves fast convergence.

### 4. EMPIRICAL STUDIES

#### 4.1 Synthetic Studies

In the synthetic experiment we study the efficiency of the proposed non-orthogonal FeaFiner (N-FeaFiner) in Algorithm 1 and orthogonal FeaFiner (O-FeaFiner) in Algorithm 2, and evaluate the quality of the group structures obtained by the two algorithms.

**Data Generation.** We generate the data in the following way. Given the problem size \( n, p \), we firstly generate a block diagonal covariance matrix \( \mathbf{\Sigma} \in \mathbb{R}^{p \times k} \), with the block size \( [p/k] \). Within each block, we set the diagonal elements to be 1 and off-diagonal to be 0.9. The design matrix \( \mathbf{X} \) is then sampled from \( \mathcal{N}(0, \mathbf{\Sigma}) \). The matrix \( \mathbf{G} \in \mathbb{R}^{n \times k} \) is generated according to the group structure defined by the covariance matrix. Suppose the \( p \) features are partitioned into \( k \) groups \( \{ I_1, I_2, \ldots, I_k \} \). The \( i \)th column of matrix \( \mathbf{G} \) is sampled as follows: \( \mathbf{G}_{i,j} \sim U(0, 1) \) if \( j \in I_i \) and \( \mathbf{G}_{i,j} = 0 \) otherwise.

\( s \) is sampled from \( \mathcal{N}(0, 1) \) with half of the entries set to 0. Finally, we construct the response vector \( \mathbf{y} = \mathbf{XG}s + \epsilon \), where \( \epsilon \sim \mathcal{N}(0, 10^{-3}) \).

**Computational Efficiency.** We first compare the computational cost of N-FeaFiner and O-FeaFiner. We set the precision of the outer-iteration of both algorithms to be \( 10^{-3} \) and the precision of the inner-iteration to be \( 10^{-6} \). For N-FeaFiner, the inner-iteration is the \( \ell_1 \)-regularized/constrained solvers of \( s \) and \( \mathbf{G} \), and for O-FeaFiner, the inner-iteration solves the SPG. We control the sparsity parameters so that the solutions of the two algorithms have approximately the same density (density is given by the number of non-zero elements divided by the number of total elements, and the density for \( \mathbf{G} \) and \( s \) are 0.1 and 0.5 respectively). We perform experiments in three settings: 1) fix \( n = 100, p = 500 \) and vary \( k = 10 : 10 : 100 \); 2) fix \( n = 100, k = 20 \) and \( d = 100 : 100 : 1000 \); 3) fix \( d = 300, k = 10 \), and \( n = 100 : 100 : 1000 \). We repeat these experiments for 100 times and report the average time in Figure 2. We observe that 1) in general O-FeaFiner has advantage over N-FeaFiner in terms of computational cost; 2) the costs of both methods are linear w.r.t. the sample size \( n \); 3) when increasing the dimensionality of the original feature space \( p \), the costs of both methods increase sublinearly; 4) when increasing the group size \( k \), the time cost of N-FeaFiner increases linearly while for O-FeaFiner the cost increases sublinearly w.r.t. the group number.

**Group Overlap.** The major difference between N-FeaFiner and O-FeaFiner is the non-overlapping constraint on the group structure \( \mathbf{G} \) in O-FeaFiner. We perform experiments to study the group structures obtained by the two methods.

![Figure 2: Comparison of computational complexity between the non-orthogonal FeaFiner (N-FeaFiner) and the improved orthogonal FeaFiner (O-FeaFiner) with varying sample size (left) \( n \), dimensionality \( p \) (middle) and group number \( k \) (right).](image-url)
Table 1: The demographic information of the ADNI dataset used in this study.

<table>
<thead>
<tr>
<th>MMSE</th>
<th>Samples (Train/Test)</th>
<th>Validation Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>M06</td>
<td>454 (290/44)</td>
<td>214</td>
</tr>
<tr>
<td>M12</td>
<td>430 (387/43)</td>
<td>212</td>
</tr>
<tr>
<td>M24</td>
<td>381 (343/38)</td>
<td>188</td>
</tr>
<tr>
<td>M36</td>
<td>261 (235/26)</td>
<td>128</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ADAS-Cog</th>
<th>Samples (Train/Test)</th>
<th>Validation Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>M06</td>
<td>454 (391/43)</td>
<td>214</td>
</tr>
<tr>
<td>M12</td>
<td>427 (385/42)</td>
<td>211</td>
</tr>
<tr>
<td>M24</td>
<td>378 (341/37)</td>
<td>186</td>
</tr>
<tr>
<td>M36</td>
<td>253 (228/25)</td>
<td>124</td>
</tr>
</tbody>
</table>

Similar to the previous experiment, we construct a toy data of size \( n = 50, p = 12, k = 3 \). We train predictive models using the two methods and present the learned group structures \( G \) in Figure 3. We observe that the O-FeaFiner algorithm can perfectly recover the location of the non-zero elements, while the group structure obtained by N-FeaFiner introduces irrelevant assignments and the groups overlap.

Figure 3: Comparison of group structures obtained by N-FeaFiner (middle) and O-FeaFiner (right) on the toy data. The O-FeaFiner can perfectly recover the ground truth (left).

4.2 Identifying Biomarkers for AD

In this experiment we apply O-FeaFiner to analyze the feature groups and build effective predictive models on the ADNI dataset\(^1\). In the ADNI project, images such as magnetic resonance imaging (MRI) scans and important cognition-related clinical measurements such as Mini Mental State Examination (MMSE) scores and Alzheimer’s Disease Assessment Scale-cognitive subscores (ADAS-Cog) are obtained from selected patients repeatedly over a 6-month or 1-year interval. The MMSE scores and ADAS-Cog scores are shown to be correlated with the underlying AD pathology and progressive deterioration of functional ability [28].

Experimental Settings. In this study we perform experiments to build predictive models from the 306 low-level features to predict the MMSE and ADAS-Cog scores at future time points (M06, M12, M24, M36). The prediction of one type of cognitive score at one time point is a regression task, and therefore there are in total 8 regression tasks. The low-level features are extracted from the baseline MRI brain scans of the patients, and a detailed list of the features is given in the supplemental materials [1]. The prediction at a particular time point makes use of all the samples that have the MMSE score at the particular time point as well as the baseline MRI scans. We split the samples into two parts: one third of the samples are served as an independent validation dataset used to estimate the tunable parameters and 90% of the remaining samples are used to build the model and 10% of the remaining samples are used to test the predictive models. The detailed demographic information of the data is given in Table 1. In the experiment we normalize the two

\(^1\)Available at http://adni.loni.ucla.edu/

Table 2: Comparison of predictive performance of the proposed approach (O-FeaFiner) and existing approaches (Lasso and CRL) on MMSE and ADAS-Cog prediction in terms of coefficient of determination \( (R^2) \). Higher \( R^2 \) indicates better predictive performance.

<table>
<thead>
<tr>
<th>MMSE</th>
<th>M06</th>
<th>M12</th>
<th>M24</th>
<th>M36</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.5479</td>
<td>0.4773</td>
<td>0.5892</td>
<td>0.4106</td>
</tr>
<tr>
<td>CRL (12)</td>
<td>0.2155</td>
<td>0.2395</td>
<td>0.2743</td>
<td>0.1322</td>
</tr>
<tr>
<td>CRL (30)</td>
<td>0.2819</td>
<td>0.2816</td>
<td>0.3216</td>
<td>0.2081</td>
</tr>
<tr>
<td>CRL (50)</td>
<td>0.2856</td>
<td>0.2559</td>
<td>0.3879</td>
<td>0.3223</td>
</tr>
<tr>
<td>FeaFiner (12)</td>
<td>0.4619</td>
<td>0.4798</td>
<td>0.5998</td>
<td>0.3724</td>
</tr>
<tr>
<td>FeaFiner (30)</td>
<td>0.5562</td>
<td>0.4818</td>
<td>0.5896</td>
<td>0.3731</td>
</tr>
<tr>
<td>FeaFiner (50)</td>
<td>0.5628</td>
<td>0.4579</td>
<td>0.5561</td>
<td>0.4203</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ADAS-Cog</th>
<th>M06</th>
<th>M12</th>
<th>M24</th>
<th>M36</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.4969</td>
<td>0.5581</td>
<td>0.5170</td>
<td>0.4438</td>
</tr>
<tr>
<td>CRL (12)</td>
<td>0.2695</td>
<td>0.2950</td>
<td>0.3232</td>
<td>0.2167</td>
</tr>
<tr>
<td>CRL (30)</td>
<td>0.2960</td>
<td>0.3183</td>
<td>0.4488</td>
<td>0.3204</td>
</tr>
<tr>
<td>CRL (50)</td>
<td>0.3612</td>
<td>0.4174</td>
<td>0.4533</td>
<td>0.1563</td>
</tr>
<tr>
<td>FeaFiner (12)</td>
<td>0.5282</td>
<td>0.5485</td>
<td>0.5484</td>
<td>0.3275</td>
</tr>
<tr>
<td>FeaFiner (30)</td>
<td>0.5336</td>
<td>0.5303</td>
<td>0.5342</td>
<td>0.4355</td>
</tr>
<tr>
<td>FeaFiner (50)</td>
<td>0.5106</td>
<td>0.5447</td>
<td>0.5321</td>
<td>0.3391</td>
</tr>
</tbody>
</table>

scores for all the samples such that after the normalization their values are in the range of \([0, 1]\). We randomly split the training and testing data, and repeat the experiment for 10 times. We compare the proposed orthogonal FeaFiner with two baseline methods:

- Lasso (SLEP implementation [17]). Lasso in nature is a much easier problem than FeaFiner in the sense that it only pursues high predictive performance, and does not identify feature groups. We show that FeaFiner achieves equal or even higher performance than Lasso.

- Cluster Representative Lasso (CRL) [3] performs clustering first then uses lasso to select from the resulting clusters. We show that the performance of the FeaFiner is significantly better than CRL, because FeaFiner can jointly perform feature grouping and selection instead of using a two-stage approach like CRL.

To study the effects of varying group number \( k \), we manually choose three values (12 which is the simple rule of thumb number [20], 30 and 50) of \( k \) in CRL and FeaFiner methods and report results independently. We evaluate the three methods in terms of their predictive performance, model stability (for CRL and FeaFiner the models are built using grouped features) and the stability of the learned groups (for CRL and FeaFiner only).

Predictive Performance. We evaluate the performance of the algorithms by the coefficient of determination \( (R^2) \) [29], which is widely used in the regression analysis of medical studies. Given the ground truth target vector \( y \) and its corresponding prediction \( \hat{y} \), the \( R^2 \) metric is defined by:

\[
R^2 = 1 - \frac{\| y - \hat{y} \|^2}{\| y - \bar{y} \|^2},
\]

where \( \bar{y} \) is a vector whose elements are the mean of \( y \). In Table 2 we report the average experimental results on MMSE and ADAS-Cog prediction in terms of predictive performance. We find that Lasso and the proposed FeaFiner method achieve high predictive performance, while the CRL method does not perform well in most cases.

Model Stability. To evaluate the stability of models, we define the following metric: for each feature \( f_i \) we use the inclusion function \( \mathcal{I}(f_i) \) to indicate if this feature is included in the model (\( \mathcal{I}(f_i) = 1 \) if the feature is included and \( \mathcal{I}(f_i) = 0 \) otherwise) and \( \text{var}(\mathcal{I}(f_i)) \) to denote the variance of the inclusion w.r.t. models obtained from random splittings, and the feature variance is defined by \( \sum_{i=1}^{p} \text{var}(\mathcal{I}(f_i))/p \). If a

...
Table 3: Comparison of model stability of the proposed approach (O-FeaFiner) and existing approaches (Lasso and CRL) on MMSE and ADAS-Cog prediction in terms of feature variance. A lower variance indicates that the groups are more stable.

<table>
<thead>
<tr>
<th></th>
<th>MMSE Group 1</th>
<th>MMSE Group 2</th>
<th>MMSE Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Lasso</td>
<td>CRL (50)</td>
<td>CRL (50)</td>
</tr>
<tr>
<td>Model stability</td>
<td>0.0167</td>
<td>0.0207</td>
<td>0.0178</td>
</tr>
<tr>
<td>Model variance</td>
<td>0.0584</td>
<td>0.0418</td>
<td>0.0340</td>
</tr>
</tbody>
</table>

Table 4: Comparison of group stability of the proposed approach (O-FeaFiner) and the existing approach (CRL) on MMSE and ADAS-Cog prediction in terms of group variance. A lower group variance indicates that the groups used to generalize features are more stable.

<table>
<thead>
<tr>
<th></th>
<th>MMSE Group 1</th>
<th>MMSE Group 2</th>
<th>MMSE Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Lasso</td>
<td>CRL (50)</td>
<td>CRL (50)</td>
</tr>
<tr>
<td>Group stability</td>
<td>0.0207</td>
<td>0.0189</td>
<td>0.0207</td>
</tr>
<tr>
<td>Group variance</td>
<td>0.0312</td>
<td>0.0264</td>
<td>0.0231</td>
</tr>
</tbody>
</table>

Feature Group Analysis. We list some examples of high-level feature groups learned by FeaFiner (k = 50) in Table 5. A detailed list of feature groups from different tasks is available in the supplemental materials [1]. We observe several interesting patterns in the learned groups. First of all, we find that many feature groups exhibit bilaterally symmetric patterns. For a certain brain area there are two low-level features, i.e., one for the left hemisphere and one for the right. If the feature from one hemisphere is included in a group, then the corresponding counterpart on the other hemisphere is also likely to be included in the same feature group. This agrees with the observations from many medical researches, in which reductions on many bilaterally symmetric brain regions were found in the AD patients [10, 23]. Note that in some groups we also find interesting asymmetric groups such as MMSE group 3 and ADAS group 2 in Table 5. The asymmetric feature such as Cingulate has been identified in some recent studies on asymmetry disease biomarkers [6]. We have several low-level features for a particular brain area (e.g., volumes, surface area and cortical thickness average/standard deviation). We find from our experiments that features from the same brain area are likely to belong to the same group (e.g., ADAS Group 3). We also notice that in many feature groups the weights of the low-level features are not equally distributed; for example in MMSE Groups 1, 3 and ADAS Group 1. This indicates that in the same feature group some features may contribute more to the prediction than the others, and existing clustering-based methods such as CRL are not able to obtain groups of such kind.

5. CONCLUSION

In this paper we propose an integrated approach called FeaFiner for feature construction by simultaneously identifying a feature grouping structure which projects data from a high dimensional feature space to a low-dimensional and interpretable feature space, and learning a sparse model on the low-dimensional space. We propose two formulations: N-FeaFiner for learning overlapped groups and O-FeaFiner for learning mutually exclusive groups. We propose novel al-
algorithms for solving the two problems. We have performed extensive experiments on both synthetic and real datasets to evaluate the proposed algorithms, and results show that the proposed method learns clinically meaningful feature groups, and demonstrates promising predictive performance on real medical data sets. One of our future works is to apply the proposed algorithm to other biomedical applications.
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